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Square Formation by Asynchronous Oblivious Robots

Marcello Mamino∗ Giovanni Viglietta†

Abstract

A fundamental problem in Distributed Computing is
the Pattern Formation problem, where some indepen-
dent mobile entities, called robots, have to rearrange
themselves in such a way as to form a given figure from
every possible (non-degenerate) initial configuration.

In the present paper, we consider robots that operate
in the Euclidean plane and are dimensionless, anony-
mous, oblivious, silent, asynchronous, disoriented, non-
chiral, and non-rigid. For this very elementary type of
robots, the feasibility of the Pattern Formation problem
has been settled, either in the positive or in the nega-
tive, for every possible pattern, except for one case: the
Square Formation problem by a team of four robots.

Here we solve this last case by giving a Square For-
mation algorithm and proving its correctness. Our con-
tribution represents the concluding chapter in a long
thread of research. Our results imply that in the context
of the Pattern Formation problem for mobile robots,
features such as synchronicity, chirality, and rigidity are
computationally irrelevant.

1 Introduction and Background

Consider a finite set of independent computational enti-
ties, called robots, that live and operate in the Euclidean
plane and are capable of observing each other’s positions
and moving to other locations, through so-called Look-
Compute-Move cycles. A fundamental motion planning
question in Distributed Computing is which patterns
can be formed by such robots, regardless of their ini-
tial positions. This is known as the Pattern Formation
problem, and has been extensively studied under differ-
ent robot models (see the monography [5]).

In this paper we focus on a very weak type of robots,
which are modeled as geometric points (dimensionless),
are all indistinguishable from each other (anonymous),
and execute the same deterministric algorithm. More-
over, they retain no memory of past events and ob-
servations (oblivious), they cannot communicate ex-
plicitly (silent), they have no common notion of time
(asynchronous), of a North direction (disoriented), of a
clockwise direction (non-chiral), and they may be un-
predictably stopped during each cycle before reaching

∗Institut für Algebra, TU Dresden, 01062 Dresden, Germany,
marcello.mamino@tu-dresden.de
†University of Ottawa, Canada, gvigliet@uottawa.ca

their intended destination (non-rigid movements). This
robot model is often called ASYNCH.

Note that if n such robots initially form a regular
n-gon and their local coordinate systems are oriented
symmetrically, then they all have the same “view” of
the world. Now, if they are all activated synchronously,
they are bound to make symmetric moves forever, im-
plying that they will always form a regular n-gon, or
perhaps collide in the center. As the pattern has to
be formed from every possible initial configuration, the
Pattern Formation problem is unsolvable if the pattern
is not a regular polygon or a point. Clearly, the exis-
tence of a general algorithm that will indeed make the
robots form a regular polygon or a point from any initial
configuration is not obvious and has been the object of
intensive research by several authors.

In the case of a point, the Pattern Formation problem
has been eventually settled in [1], where an algorithm
is presented that always makes n 6= 2 ASYNCH robots
gather in a point (if n = 2, the problem is unsolvable).

In the case of a regular polygon, there is a long history
of algorithms that solve the Pattern Formation problem
under increasingly weaker robot models. We start from
the semi-synchronous model, SSYNCH, in which we as-
sume the existence of a global “clock” that discretizes
time. In each time unit, some robots (chosen by an ex-
ternal “adversary”) perform a complete Look-Compute-
Move cycle synchronously, while the other robots re-
main inactive. In [10] it is shown that SSYNCH robots
can always form a regular polygon, provided that they
have the ability to remember their past observations
(hence they are not oblivious). In [2] the obliviousness
of the robots is restored, but the algorithm proposed
only makes the robots converge to a regular polygon,
perhaps without ever forming one. These results were
improved in [3], where it is shown how n 6= 4 SSYNCH
robots, without additional requirements, can form a reg-
ular polygon. The case of a square, n = 4, was solved
separately in [4] with an ad-hoc algorithm.

For ASYNCH robots, a simple solution was given
in [8], under the assumption that the local coordinate
systems of all robots have the same orientation. This
result was improved in [9], where it is only assumed that
the local coordinate systems are all right-handed (chiral-
ity), but may be rotated arbitrarily. In [6], an algorithm
is given for n 6= 4 ASYNCH robots with no assumptions
on their local coordinate systems, but allowing them to
move along circular arcs, as well as straight line seg-
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ments. A solution for n 6= 4 ASYNCH robots with no
extra assumptions was finally given in [7]. The general
algorithm lets only a few robots move at a time, so that
the others will provide a stable “reference frame” for
them. The case n = 4 is left unsolved in [7], essen-
tially because four robots are too few to implement this
strategy, yet enough to make ad-hoc solutions elusive.

In the following sections, we formalize the Square For-
mation problem for n = 4 ASYNCH robots, we give
an algorithm for it, and we prove its correctness, thus
completing the characterization of the patterns that are
formable by ASYNCH robots from every initial config-
uration. Since the proof of non-formability of asymmet-
ric patterns that we outlined above holds even for fully
synchronous robots with chirality and rigid movements
(i.e., movements that cannot be unpredictably stopped
by an adversary), all these features turn out to be com-
putationally irrelevant with respect to the Pattern For-
mation problem.

2 Model Specification

Let R = {r1, r2, r3, r4} be a set of robots, each of which
is thought of as a computational entity occupying a
point in the plane R2 and having its own local Carte-
sian coordinate system. Each robot’s coordinate system
is always centered at the robot’s location, and different
robots’ coordinate systems may have different orienta-
tion, handedness, and unit of length.

Each robot cyclically goes through three phases:
Look, Compute, and Move. In a Look phase, the robot
takes an instantaneous “snapshot” of all the robots’ lo-
cations and it expresses them as points in R2 within
its own local coordinate system. In the next Compute
phase, these four points are fed, in any order, to an al-
gorithm A, which outputs a destination point p, again
expressed in the robot’s coordinate system. The al-
gorithm A is the same for all robots, and it can only
compute algebraic functions of the input points (for our
purposes, we will only need arithmetic functions and
square roots). In the next Move phase, the robot moves
toward p along a straight line. Note that, even though
the robots are indistinguishable, each robot can iden-
tify itself in the snapshots it takes, because it is always
located at (0, 0).

When a Move phase ends, the Look phase of the next
cycle starts. We may assume that the Look and Com-
pute phases of a robot are executed together and instan-
taneously at each cycle, but the Move phase’s duration
may vary, although it must be finite. The duration of
each Move phase of each cycle of each robot is decided
arbitrarily by an external “adversary”, called scheduler.
As a consequence, a robot may perform a Look while
some other robots are in the middle of a movement,
and there is no way to tell it from the snapshot. The

scheduler also arbitrarily sets the speed of each robot
at each moment of each Move phase; the velocity vector
must always be directed toward the current destination
point, or be the null vector. In particular, a robot may
actually start moving a long time after the last Look-
Compute phase, when the snapshot it has taken and the
destination it has computed are already “obsolete”.

The scheduler can also decide to end a robot’s Move
phase before it reaches its intended destination. The
only constraint is that it cannot do so before the robot
has moved by at least δ during that phase, where δ is
a fixed positive distance (in absolute units), not known
to the robots. This is to guarantee that if a robot keeps
computing the same destination point (in absolute co-
ordinates), it reaches it in finitely many cycles.

An initial configuration of the robots is non-
degenerate if no two robots are located in the same
point, and no robot is moving (formally, each robot’s
initial destination point coincides with the robot’s initial
location, and all robots are in a Move phase initially).

The Square Formation problem asks for a specific al-
gorithm A, whose input is a quadruplet of points and
the output is a single destination point, such that, if
the four robots of R execute A in all their Compute
phases, starting from any non-degenerate initial config-
uration, and regardless of the scheduler’s choices and of
the value of δ, they always end up forming a square in
finite time. Once a square is formed, the robots have
to maintain their positions forever. (Recall that the in-
put quadruplet always contains (0, 0) as the executing
robot’s location, and the value of δ cannot be accessed
by A.)

3 Preliminary Constructions and Definitions

The following geometric construction will be useful in
our Square Formation algorithm. Let r1r2r3r4 be a
strictly convex quadrilateral whose diagonals r1r3 and
r2r4 are not orthogonal. Let q be the unique point such
that r1q = r2r4, the lines r1q and r2r4 are orthogonal,
and the ray emanating from r1 and passing through q
intersects the line r2r4. Let `3 be the line through r3
and q, and let `1 be the line through r1 parallel to `3.

1r

q

4r

3r

2r

3p3ℓ

1ℓ

4ℓ

2ℓ

Figure 1: Constructing the guidelines and the targets
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(Since r1r3 and r2r4 are not orthogonal, `3 is well de-
fined and is distinct from `1.) Let `2 be the line through
r2 orthogonal to `1, and let `4 be the line through r4
parallel to `2. By construction, these four lines intersect
at four points that are vertices of a square Q. In turn,
the midpoints of the edges of Q form a second square
Q′, called the target square.

Ideally, if the robots of R are located at r1, r2, r3, r4
(with abuse of notation, we identify each robot with its
location), our Square Formation algorithm will attempt
to make the team move to the vertices of Q′. More
precisely, the target of ri is the vertex pi of Q′ that
lies on `i. The line `i is called the guideline of ri, and
the segment ripi is the pathway of ri. If ri lies in the
interior of an edge of Q, then ri is said to be internal ;
otherwise, ri is external. If two robots have parallel
guidelines, they are said to be opposite to each other.

In Section 5 we will prove that if we permute the la-
bels of the vertices of the above quadrilateral arbitrarily,
as long as the indices follow a clockwise or a counter-
clockwise order, and we repeat the same construction,
the resulting target square will be the same. Hence, if
several robots compute the above construction at the
same time within their local coordinate systems, they
necessarily obtain the same target square. Note also
that the target square remains unaltered as the robots
move along their pathways, as long as the quadrilateral
stays convex, and its diagonals stay non-orthogonal.

Let c be the center of the target square. The “signed
distance” between ri and its target can be computed as
(ri − c) × (r′i − c), where × denotes the cross product
in R2, defined as (x1, y1) × (x2, y2) = x1y2 − x2y1. If
this number is 0, then ri is said to be finished. If the
product of the signed distances of two robots is not neg-
ative (respectively, not positive), the two robots are said
to be concordant (respectively, discordant). Intuitively,
they are concordant if they move around c in the same
“direction” (i.e., clockwise or counterclockwise) as they
go toward their targets.

Let the guidelines of two discordant robots ri and rj
intersect in a point g. If pi lies on the segment rig and
pj lies on the segment rjg, then ri and rj are said to be
convergent ; otherwise, they are divergent (if both ri and
rj are finished, they are both convergent and divergent).

If the pathway of ri intersects the segment rjrk in v,
then ri is said to be blocked at v. If the pathway of ri
intersects an extension of the segment rjrk in v, then ri
is said to be hindered at v (see Figure 4).

Let us give one last definition. A thin hexagon is a
hexagon H = h1h2h3h4h5h6 such that h1h2 = h3h4 =
h4h5 = h6h1 = h1h4/4, the angles at h1 and h4 are
50◦, and all other angles are equal. h1 and h4 are the
extremes of H, and the segment h1h4 is the main di-
agonal. The other four vertices are called beacons, and
the midpoint of two adjacent beacons is a haven.

6h h5

4h

3h2h

1h ◦50 ◦50

Figure 2: Thin hexagon (empty dots denote havens)

4 The Square Formation Algorithm

The Square Formation algorithm will identify the cur-
rent configuration’s class among the ones listed below,
and it will execute a different procedure based on the
class. If the configuration belongs to several classes, the
relevant one is the one that appears first in the list.

So, when a new class is defined, it is assumed that
none of the definitions of the previous classes are sat-
isfied. In particular, after quadrilaterals with orthogo-
nal diagonals and non-convex quadrilaterals have been
ruled out, the target square described in Section 3 will
be well defined, as well as each robot’s guideline, etc.

Again, we identify each robot ri with its position, and
a class’ definition is fulfilled when there is a permutation
of the indices that satisfies the corresponding condition.

We will use expressions of the form, “robot ri moves
to point di; robot rj moves to point dj” without spec-
ifying which robot is actually running the algorithm,
as if there was a global coordinator overseeing the exe-
cution. However, since the robots are anonymous and
independent, we will always move symmetric robots in
symmetric ways, so as to comply with the specification
of the robot model given in Section 2.

Borrowing from [6, 7], we will make use of cautious
moves, whose purpose is, roughly speaking, to prevent
situations in which a robot is still in the middle of a
movement when a configuration class change occurs.
This is done by identifying a finite number of critical
points and making each moving robot stop at the first
critical point it encounters. In this section, we will only
generically say, “robot ri cautiously moves toward di”,
leaving out the tricky details of how critical points are
chosen and maintained. A complete analysis of every
case will be carried out in Section 5, along with the
proof of correctness of the Square Formation algorithm.

Configuration 1: Orthogonal
Definition. The segments r1r3 and r2r4 are orthogo-
nal and intersect in a point c (possibly an endpoint).
Execution. Each of r1, r2, r3, r4 moves away from c,
to a point at distance max{r1c, r2c, r3c, r4c} from it.

Configuration 2: Thin Hexagon
Definition. The thin hexagon H with main diagonal
r1r2 contains also r3 and r4, but not on two adjacent
beacons.
Execution. If both r3 and r4 are on the main diagonal,
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they move orthogonally to it, remaining within H. If
r3 is on the main diagonal and r4 is not, r3 moves to
the opposite side of the main diagonal, orthogonally to
it, remaining within H. If r3 and r4 are on different
sides of the main diagonal, they move to the haven on
their respective side; the closest moves first while the
other one waits (in case of a tie, they both move). If
r3 and r4 are on the same side of the main diagonal,
they move to the two adjacent beacons on that side,
minimizing the total distance traveled.

Configuration 3: Non-Convex
Definition. The triangle r1r2r3 contains r4.
Execution. r4 moves to the foot of an altitude of
r1r2r3 that lies in the interior of an edge of r1r2r3.

Configuration 4: Pinwheel
Definition. r1, r2, r3, r4 are all concordant.
Execution. Let r1 be opposite to r3 and assume with-
out loss of generality that r1r3 < r2r4 (if r1r3 = r2r4,
the configuration is Orthogonal). Suppose that r1 and
r3 are both finished. If the thin hexagon H with main
diagonal r2r4 contains r1 (and not r3), assume without
loss of generality that r2r1 < r2r3, and let r2 cautiously
move toward its target. If neither r1 nor r3 is in H,
both r2 and r4 cautiously move toward their targets.
Suppose now that r1 and r3 are not both finished.
if r1 is blocked at v, it cautiously moves toward v.
If neither r1 nor r3 is blocked and r1 is hindered at
v, r1 cautiously moves toward v. If neither r1 nor
r3 is blocked or hindered, r1 and r3 cautiously move
toward their targets. (These rules are exhaustive due
to Lemma 4 below.)

Configuration 5: Scissors
Definition. r1, r2 are divergent; r3, r4 are divergent.
Execution. If exactly one robot is external, it cau-
tiously moves toward its target. If all the internal
robots are finished, all the external robots cautiously
move toward their targets. In all other cases, all the
internal robots cautiously move toward their targets.

Configuration 6: Flowing
Definition. r1, r2 are divergent; r3, r4 are convergent.
Execution. If two opposite robots are finished, the
non-finished one that is closest to its target cautiously
moves toward it (there cannot be a tie, or the config-
uration would be Orthogonal). Otherwise, if exactly
one of r1 and r2 is finished, the robot opposite to it
cautiously moves toward its target. Otherwise, both r3
and r4 cautiously move toward their targets.

Configuration 7: One Discordant
Definition. r1, r2, r3 are concordant; r4 is discordant.
Execution. r4 cautiously moves toward its target.

5 Correctness of the Algorithm

As noted in Section 3, the target square is well defined,
no matter how each robot computes it.

Lemma 1 Given a strictly convex quadrilateral with
non-orthogonal diagonals, regardless of how labels r1,
r2, r3, r4 are assigned to its vertices following a clock-
wise or a counterclockwise order, the construction in
Section 3 yields the same guidelines and target square.

Proof. The construction does not change if we invert
the labels of r2 and r4, hence we may assume that the in-
dices are arranged in clockwise order. Now it is enough
to prove that the construction does not change if we
shift the labels clockwise by one position. So, let q′ be
the unique point such that r2q

′ = r1r3, the lines r2q
′

and r1r3 are orthogonal, and the ray emanating from r2
and passing through q′ intersects the line r1r3. By con-
struction, the triangle r2r4q

′ is a copy of r1r3q rotated
by 90◦, which means that the line r4q

′ is orthogonal to
`3, and hence coincident with `4. It follows that all the
new guidelines are the same as in the original construc-
tion, and so is the target square. �

Lemma 2 Given a strictly convex quadrilateral with
non-orthogonal diagonals, if its vertices are labeled r1,
r2, r3, r4 in clockwise order, then their targets p1, p2,
p3, p4 also appear in clockwise order, and vice versa.

Proof. It suffices to prove that if p1, p2, p3 are in clock-
wise order, then so are r1, r2, r3. Referring to Figure 3,
if r1, r2, r3 are in counterclockwise order, then r2 is lo-
cated to the right of the line r1r3. Therefore, q must be
to the left of `2, contradicting the fact that q must lie
on `4, which in turn is located to the right of `2. �

1r

4r

3r

2r

q

4ℓ

4p

3p

2p

1p
2ℓ

Figure 3: r1, r2, r3 cannot be in counterclockwise order

The following is an easy consequence of Lemma 2.

Corollary 3 No two robots have intersecting pathways.
If two robots are external, they are either concordant or
convergent. If three robots are external, they are con-
cordant. �
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Lemma 4 In a Pinwheel configuration, two opposite
robots cannot be both blocked. Moreover, if r1r3 < r2r4,
robots r1 and r3 cannot be both hindered.

Proof. Referring to Figure 4, if r2 is blocked, it means
that the segment r1r3 crosses `2 above p2. Hence r1r3
must cross `4 further above, and therefore r4 cannot be
blocked, because its pathway lies below p4.

Suppose now that r1 and r3 are both hindered, as in
Figure 4. Because the line r1r4 intersects the pathway
of r3, it is immediate to see that r1 must be external and
r4 must be internal. Symmetrically, r3 must be external
and r2 must be internal. This means that r1r3 > r2r4,
contradicting our assumption. �

1r

4r 3r

2r
4p

2p

Figure 4: r2 is blocked; r1 and r3 are hindered

Lemma 5 In a Pinwheel configuration where r1 and r3
are opposite, both are finished, and neither of them is in
the thin hexagon H with main diagonal r2r4, there is a
choice of critical points that lets r2 and r4 reach their
targets in finite time as they perform a cautious move.

Proof. Our critical points will prevent r2 and r4 from
forming an Orthogonal, Thin Hexagon, or Non-Convex
configuration before reaching their targets.

An Orthogonal configuration cannot be formed before
r2 and r4 reach their targets, because r1r3 is parallel to
their guidelines.

A Thin Hexagon configuration cannot be formed, ei-
ther. Note that r1 and r3 must be on opposite sides of
H, due to Lemma 2. As Figure 5 suggests, it is straight-
forward to verify that if r1 and r3 are both outside H,
the sum of the distances of r1 and r3 from the main
diagonal is greater than the height of H (this is true be-
cause each short edge of a thin hexagon is a quarter of
the main diagonal). As r2 and r4 move toward their tar-
gets, the main diagonal becomes shorter and the sum of
the distances of r1 and r3 from the main diagonal grows.
In particular, this sum is greater than the new height
of H. It follows that, no matter how r2 and r4 move, a
Thin Hexagon configuration will never be formed.

Observe that both r2 and r4 could be hindered, say
at v and v′, respectively (as r1 and r3 in Figure 4). It
suffices to set their critical points halfway to v and v′

to guarantee that a Non-Convex configuration will never
be formed. We call the segments r2v and r4v

′ safe zones.
It is easy ot see that, as r2 and r4 move (and recompute
a new v and v′ pair), their safe zones get longer, giving
them even more leeway, until they are not hindered any
more, and can safely reach their targets. �

1r

4r

3r

2r

Figure 5: As r2 and r4 move, no Thin Hexagon is formed

Lemma 6 In a Thin Hexagon configuration that is also
a Scissors one, both extremes must be external.

Proof. By Corollary 3, at most two robots can be ex-
ternal. Clearly, each external robot must necessarily be
an extreme of the thin hexagon. Suppose for a con-
tradiction that at most one robot is external. Let r1
be either an external robot or an extreme of the thin
hexagon (in case there are no external robots). The
other extreme must be the farthest robot, hence either
r3 or r4 (assuming that r1 and r2 are divergent). Now it
is straightforward to verify that both angles ∠r1r3r4 and
∠r1r4r3 are greater than arctan(1/2) > 25◦, and hence
the thin hexagon cannot contain both r3 and r4. �

Lemma 7 If a configuration is not Thin Hexagon, r3
and r4 are convergent, and r1 and r2 do not move while
r3 and r4 move toward their targets, the configuration
never becomes Thin Hexagon.

Proof. By Lemma 2, r1 and r2 are on the same side of
the line r3r4, as in Figure 6. Let H be the thin hexagon
with main diagonal r3r4. By assumption, either r1 and
r2 occupy two adjacent beacons of H or one of them,
say r1, is not in H. In both cases, as soon as H starts
moving together with r3 and r4, r1 is guaranteed to re-
main strictly outside of H. Indeed, the position of H
at each time can be obtained from its initial position by
a composition of two types of transformations: shrink-
age about an extreme and rotation about an extreme by
less than 90◦ in the direction opposite to r1. Both these
operations cause r1 to stay out of H if it is already out
and to get out of H if it is initially on a beacon. �

1r

4r

3r

2r

Figure 6: As r3 and r4 move, no Thin Hexagon is formed

5



28th Canadian Conference on Computational Geometry, 2016

Theorem 8 The algorithm of Section 4 solves the
Square Formation problem in the ASYNCH model.

Proof. We prove that the rules given in Section 4 are
well defined, exhaustive, and make the four robots form
a square in a finite amount of time. The general idea
is that each configuration can only remain in the same
class, or transition to a class with lower index, with one
exception: a Thin Hexagon can become a Scissors con-
figuration, and this case will be examined separately.
We also have to verify that no robot is moving when
the team’s behavior changes, in order to prevent incon-
sistencies arising from robots believing to be in different
classes, due to asynchronicity. The cautious move tech-
nique serves this purpose, but we have to show that
suitable critical points exist. When only one robot is
tasked with moving, it is sufficient to identify the first
location on its path that may cause other robots to start
moving. So, no discussion will be needed in this case.

Verifying the above for Configurations 1–3 is trivial,
so let us assume that the robots’ initial configuration is
none of those, and in particular that a target square is
well defined (cf. Lemma 1). Now, as the robots move to-
ward their targets, the target square remains unaltered,
and collisions are impossible due to Corollary 3.

Let the configuration be in the Pinwheel class.
Lemma 4 implies that the rules are unambiguous and
a robot always moves, eventually forming a lower-index
configuration or reaching a target. If r1r3 < r2r4, the
main diagonal of a possible thin hexagon H must be
r2r4, so it is easy for r1 and r3 to stop as soon as they
reach the boundary of H, since H remains still as they
move. When r1 and r3 are finished, the cautious move
of r2 and r4 succeeds due to Lemma 5.

Let the configuration be in the Scissors class. By
Lemma 6, if there are fewer than two external robots,
no Thin Hexagon can ever be formed, and if there are
two external robots (not more, by Corollary 3), there
is only one candidate thin hexagon H having these two
robots as extremes. If the internal robots move, they
can set their critical points on the boundary of H. If the
external robots move, they must be convergent (or they
would be concordant by Corollary 3, and the configura-
tion would be Pinwheel), hence no Thin Hexagon can be
formed, due to Lemma 7. Also, no moving robot can be
blocked or hindered at any point. When two opposite
robots are finished, the configuration may transition to
Pinwheel while other robots are still moving, but this is
fine because it does not cause a change in behavior.

Let the configuration be in the Flowing class. If r3
and r4 move together, no critical points originating from
thin hexagons have to be set, due to Lemma 7, and the
other critical points are easy to spot. If two opposite
robots are finished, moving only the non-finished robot
closest to its target prevents the formation of an Orthog-
onal configuration. A transition to Pinwheel or Scissors

may occur, but only when no robots are moving.
If the configuration class is none of the above, there

must be a unique discordant robot, which turns the con-
figuration into a Pinwheel one upon reaching its target.

As we mentioned, the only anomaly in this process is
the transition from a Thin Hexagon to a Scissors con-
figuration, which occurs when two robots reach adja-
cent beacons. According to the rules for the Scissors
case, the two robots on the beacons (which are internal)
move to their targets. Since they move away from the
main diagonal, they can form no Thin Hexagon. After-
wards, the two external robots (which are convergent)
move to their targets without forming a Thin Hexagon,
by Lemma 7. No Orthogonal or Non-Convex configura-
tions can be formed during these procedures, either. �
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Finding Points in General Position

Vincent Froese∗ Iyad Kanj† André Nichterlein† Rolf Niedermeier†

Abstract

We study the General Position Subset Selection
problem: Given a set of points in the plane, find a
maximum-cardinality subset of points in general posi-
tion. We prove that General Position Subset Se-
lection is NP-hard, APX-hard, and present several
fixed-parameter tractability results for the problem.

1 Introduction

For a set P = {p1, . . . , pn} of n points in the plane, a
subset S ⊆ P is in general position if no three points in S
are collinear (that is, lie on the same line). A frequent
assumption for point set problems in computational ge-
ometry is that the given point set is in general position.
Nevertheless, the problem of computing a maximum-
cardinality subset of points in general position from a
given set of points has received little attention from
the computational complexity perspective, although not
from the combinatorial geometry perspective. In particu-
lar, to the best of our knowledge, the classical complexity
of the aforementioned problem until now was unresolved.
Formally, the decision version of the problem is as fol-
lows:

General Position Subset Selection
Input: A set P of points in the plane and k ∈ N.
Question: Is there a subset S ⊆ P in general posi-

tion of cardinality at least k?

A well-known special case of General Position
Subset Selection, referred to as the No-Three-In-
Line problem, asks to place a maximum number of
points in general position on an n × n-grid. Since at
most two points can be placed on any grid-line, the
maximum number of points in general position that
can be placed on an n × n-grid is at most 2n. Indeed,
only for small n it is known that 2n points can always
be placed on the n× n-grid. Erdős [19] observed that,
for sufficiently large n, one can place (1 − ε)n points
in general position on the n × n-grid, for any ε > 0.
This lower bound was improved by Hall et al. [13] to

∗Institut für Softwaretechnik und Theoretische Informatik,
TU Berlin, Germany, {vincent.froese, andre.nichterlein,

rolf.niedermeier}@tu-berlin.de
†School of Computing, DePaul University, Chicago, USA,

ikanj@cs.depaul.edu. Supported by the DFG project DAPA (NI
369/12) during a Mercator fellowship when staying at TU Berlin.

( 32 − ε)n. It was conjectured by Guy and Kelly [12] that,
for sufficiently large n, one can place more than π√

3
n

many points in general position on the n× n-grid. This
conjecture remains unresolved, hinting at the challenging
combinatorial nature of No-Three-In-Line, and hence
of General Position Subset Selection as well.

A problem closely related to General Position Sub-
set Selection is Point Line Cover: Given a point
set in the plane, find a minimum-cardinality set of lines,
the size of which is called the line cover number, that
cover all points. Interestingly, the size of a maximum
subset in general position is related to the line cover
number (see Observation 1). While Point Line Cover
has been intensively studied, we aim to fill the existing
gap for General Position Subset Selection by pro-
viding both computational hardness and fixed-parameter
tractability results for the problem. In doing so, we par-
ticularly consider the parameters solution size k (size
of the sought subset in general position) and its dual
h := n − k, and investigate their impact on the com-
putational complexity of General Position Subset
Selection.

Related Work Payne and Wood [18] provide lower
bounds on the size of a point set in general position,
a question originally studied by Erdős [6]. In his Mas-
ter’s thesis, Cao [3] gives a problem kernel of O(k4)
points for General Position Subset Selection
(there called Non-Collinear Packing problem) and a
simple greedy O(

√
opt)-factor approximation algorithm

for the maximization version. He also presents an Integer
Linear Program formulation and shows that it is in fact
the dual of an Integer Linear Program formulation for
Point Line Cover. As to results for the much more
studied Point Line Cover, we refer to the work of
Kratsch et al. [15] and the work cited therein.

Our Contributions We show that General Position
Subset Selection is NP-hard and APX-hard. Our
main algorithmic results, however, concern the power of
polynomial-time data reduction for General Position
Subset Selection: We give an O(k3)-point problem
kernel and an O(h2)-point problem kernel, and show
that the latter kernel is asymptotically optimal under
a reasonable complexity-theoretic assumption. Table 1
summarizes our results. Due to the lack of space, some
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Table 1: Overview of the results we obtain for General Position Subset Selection, where n is the number of
input points, k is the parameter size of the sought subset in general position, h = n− k is the dual parameter, and `
is the line cover number.

Hardness Tractability

NP-hard (Theorem 2) (15k3)-point kernel (running time O(n2 log n)) (Theorem 4)
APX-hard (Theorem 2) O(n2 log n+ 41k · k2k)-time solvable (Corollary 5)
no 2o(n) · nO(1)-time algorithma (Theorem 2) O(2.08h + n3)-time solvable (Proposition 8)
no O(h2−ε)-point kernelb (Theorem 13) (2h2 + h)-point kernel (running time O(n2)) (Theorem 10)

(120`3)-point kernel (running time O(n2 log n)) (Corollary 7)
O(n2 log n+ 412` · (2`)4`)-time solvable (Corollary 7)

aUnless the Exponential Time Hypothesis fails.
bUnless coNP ⊆ NP/poly.

details are omitted and can be found in a full version1.

2 Preliminaries

Geometry All coordinates of points are assumed to be
represented by rational numbers. The collinearity of a
set of points P is the maximum number of points in P
that lie on the same line. A blocker for two points p, q is
a point on the open line segment pq.

Graphs Let G = (V (G), E(G)) be an undirected graph.
We write |G| for |V (G)| + |E(G)|. A vertex u ∈ V (G)
is a neighbor of (or is adjacent to) a vertex v ∈ V (G) if
{u, v} ∈ E(G). The degree of a vertex v is the number
of its neighbors.

An independent set of a graph G is a set of vertices
such that no two vertices in this set are adjacent. The
NP-complete Independent Set problem is: Given a
graph G and k ∈ N, decide whether G has an indepen-
dent set of cardinality k.

Parameterized Complexity A parameterized problem
is a set of instances of the form (I, k), where I ∈ Σ∗ for
a finite alphabet set Σ, and k ∈ N is the parameter. A
parameterized problem Q is fixed-parameter tractable,
shortly FPT, if there exists an algorithm that on in-
put (I, k) decides whether (I, k) is a yes-instance of Q
in f(k)|I|O(1) time, where f is a computable function
independent of |I|. A parameterized problem Q is ker-
nelizable if there exists a polynomial-time algorithm that
maps an instance (I, k) of Q to another instance (I ′, k′)
of Q such that:

(1) |I ′| ≤ λ(k) for some computable function λ,
(2) k′ ≤ λ(k), and
(3) (I, k) is a yes-instance of Q if and only if (I ′, k′) is

a yes-instance of Q.

1Available at arxiv.org/abs/1508.01097.

The instance (I ′, k′) is called a problem kernel of (I, k).
A parameterized problem is FPT if and only if it is
kernelizable [2]. A general account on applying methods
from parameterized complexity analysis to problems
from computational geometry is due to Giannopoulos
et al. [9].

Exponential Time Hypothesis The Exponential Time
Hypothesis (ETH) [14] states that 3-SAT cannot be
solved in 2o(n) · nO(1) time, where n is the number of
variables in the input formula.

3 Hardness Results

In this section, we prove that General Position Sub-
set Selection is NP-hard, APX-hard, and presumably
not solvable in subexponential time. Our hardness re-
sults follow from a transformation (mapping arbitrary
graphs to point sets) that is based on a construction
due to Ghosh and Roy [8, Section 5], which they used
to prove the NP-hardness of the Independent Set
problem on so-called point visibility graphs. This trans-
formation, henceforth called Φ, allows us to obtain the
above-mentioned hardness results (using reductions from
NP-hard restrictions of Independent Set to Gen-
eral Position Subset Selection). Moreover, in
Section 4.2, we will use Φ to give a reduction from Ver-
tex Cover to General Position Subset Selection
in order to obtain problem kernel size lower bounds with
respect to the dual parameter (see Theorem 11 and The-
orem 13). We start by formally defining some properties
that are required for the output point set of the trans-
formation. As a next step, we prove that such a point
set can be realized in polynomial time.

Let G be a graph with vertex set V (G) = {v1, . . . , vn}.
Let C = {p1, . . . , pn} be a set of points that are in
strictly convex position (that is, the points in C are
vertices of a convex polygon), where pi ∈ C corresponds
to vi, i = 1, . . . , n. For each edge e = {vi, vj} ∈ E(G),
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we place a blocker be on the line segment pipj such that
the following three conditions are satisfied:

(I) For any edge e ∈ E(G) and for any two points
pi, pj ∈ C, if be, pi, pj are collinear, then pi, pj are
the points in C corresponding to the endpoints of
edge e.

(II) Any two distinct blockers be, be′ are not collinear
with any point pi ∈ C.

(III) The set B := {be | e ∈ E(G)} of blockers is in
general position.

Proposition 1 There is a polynomial-time transforma-
tion Φ mapping arbitrary graphs to point sets that satisfy
Conditions (I) to (III). Moreover, no four points in the
point set C ∪B produced by Φ are collinear.

Proof. Given a graph G, let n = |V (G)| and let
C = {p1, . . . , pn} be a set of rational points that are
in a strictly convex position; for instance, let pj :=

( 2j
1+j2 ,

1−j2
1+j2 ) for j ∈ {1, . . . , n} be n rational points on

the unit circle centered at the origin [20]. To choose
the set B of blockers, suppose (inductively) that we
have chosen a subset B′ of blockers such that all block-
ers in B′ are rational points and satisfy Conditions (I)
to (III). Let be 6∈ B′ be a blocker corresponding to an
edge e = {vi, vj} in G. To determine the coordinates
of be, we first mark the intersection points (if any) be-
tween the line segment pipj and the lines formed by
every pair of distinct blockers in B′, every pair of dis-
tinct points in C \{pi, pj}, and every pair consisting of a
blocker in B′ and a point in C \{pi, pj}. We then choose
be to be an interior point of pipj with rational coordi-
nates that is distinct from all marked points. To this
end, let q be the first marked point on the segment pipj
(starting from pi), and let be be the midpoint of piq.
This point is rational since it is the midpoint of rational
points. It is easy to see that C∪B can be constructed in
polynomial time and that all points in C∪B are rational
and satisfy Conditions (I) to (III). Moreover, it easily
follows from the construction of C ∪B that it satisfies
Conditions (I) to (III) and that no four points in C ∪B
are collinear. �

Using transformation Φ, we can prove (proof omit-
ted) the following hardness results via reductions from
(variants of) Independent Set.

Theorem 2 The following are true:
(a) General Position Subset Selection is NP-

complete.
(b) Maximum General Position Subset Selection

is APX-hard.
(c) Unless ETH fails, General Position Subset Se-

lection is not solvable in 2o(n) · nO(1) time.
We note that parts (a)–(c) above even hold for the

restriction of General Position Subset Selection
to instances in which no four points are collinear.

Currently, the best approximation result for Maxi-
mum General Position Subset Selection is due to
Cao [3], who provided a simple greedy

√
opt-factor ap-

proximation algorithm. Therefore, a large gap remains
between the proven upper and the lower bound on the
approximation factor.

4 Fixed-Parameter Tractability

In this section, we prove several fixed-parameter
tractability results for General Position Subset Se-
lection. In Section 4.1 we develop cubic-size problem
kernels with respect to the parameter size k of the sought
subset in general position, and with respect to the line
cover number `. In Section 4.2, we show a quadratic-
size problem kernel with respect to the dual parame-
ter h := n − k, that is, the number of points whose
deletion leaves a set of points in general position. More-
over, we prove that this problem kernel is essentially
optimal, unless an unlikely collapse in the polynomial
hierarchy occurs.

4.1 FPT Results for the Parameter Solution Size k

Let (P, k) be an instance of General Position Subset
Selection, and let n = |P |. Cao [3] gave a problem
kernel for General Position Subset Selection of
size O(k4) based on the following idea. Suppose that
there is a line L containing at least

(
k−2
2

)
+ 2 points

from P . For any subset S′ ⊂ P in general position with
|S′| = k − 2, there can be at most

(
k−2
2

)
points on L

such that each is collinear with two points in S′. Hence,
we can always find at least two points on L that together
with the points in S′ form a subset S in general position
of cardinality k. Based on this idea, Cao [3] introduced
the following data reduction rule:

Rule 1 ([3]) Let (P, k) be an instance of General
Position Subset Selection. If there is a line L that
contains at least

(
k−2
2

)
+ 2 points from P , then remove

all the points on L and set k := k − 2.

Cao showed that Rule 1 can be exhaustively applied
in O(n3) time ([3, Lemma B.1.]), and he showed its
correctness, that is, an instance (P ′, k′) that is reduced
with respect to Rule 1 is a yes-instance of General
Position Subset Selection if and only if (P, k) is
([3, Theorem B.2.]). Using Rule 1, he gave a kernel for
General Position Subset Selection of size O(k4)
that is computable in O(n3) time ([3, Theorem B.3.]).
We shall improve on Cao’s result, both in terms of the
kernel size and the running time of the kernelization
algorithm. We start by showing how, using a result
by Guibas et al. [11, Theorem 3.2], Rule 1 can be ap-
plied exhaustively in O(n2 log n) time. Notably, the idea
of reducing lines with many points (based on Guibas
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et al. [11]) also yields kernelization results for Point
Line Cover [16].

Lemma 3 Given an instance (P, k) of General Posi-
tion Subset Selection where |P | = n, in O(n2 log n)
time we can compute an equivalent instance (P ′, k′)
such that either (P ′, k′) is a trivial yes-instance, or the

collinearity of P ′ is at most
(
k′−2
2

)
+ 1.

Proof. Let λ =
(
k−2
2

)
+ 2. We start by computing the

set L of all lines that contain at least λ points from P .
By a result of Guibas et al. [11, Theorem 3.2], this can be
performed in O(n2 log (n/λ)/λ) time. We then iterate
over each line L ∈ L, checking whether L, at the current
iteration, still contains at least λ points; if it does, we
remove all points on L from P and decrement k by 2.
For each line L, the running time of the preceding step is
O(λ), which is the time to check whether L contains at
least λ points. Additionally, we might need to remove all
points on L. If k reaches zero, we can return a trivial yes-
instance (P ′, k′) of General Position Subset Selec-
tion in constant time. Otherwise, after iterating over all
lines in L, by Rule 1, the resulting instance (P ′, k′) is an
equivalent instance to (P, k) satisfying that no line in P ′

contains λ points, and hence the collinearity of P ′ is at

most
(
k′−2
2

)
+ 1. Overall, the above can be implemented

in time O((n2 log (n/λ)/λ) · λ) = O(n2 log n). �

We move on to improving the size of the problem
kernel. Payne and Wood [18, Theorem 2.3] proved a
lower bound on the maximum cardinality of a subset in
general position when an upper bound on the collinearity
of the point set is known. We show next how to obtain
a kernel for General Position Subset Selection of
cubic size based on this result of Payne and Wood [18].

Theorem 4 General Position Subset Selection
admits a problem kernel containing at most 15k3 points
that is computable in O(n2 log n) time.

Proof. By Lemma 3, after O(n2 log n) preprocessing
time, we can either return an equivalent yes-instance of
(P, k) of constant size, or obtain an equivalent instance
for which the collinearity of the point set is at most(
k−2
2

)
+ 1. Therefore, without loss of generality, we can

assume in what follows that the collinearity of P is at
most λ =

(
k−2
2

)
+ 1.

Payne and Wood [18, Theorem 2.3] showed that any
set of n points whose collinearity is at most λ con-
tains a subset of points in general position of size at
least αn/

√
n lnλ+ λ2, for some constant α ∈ R. A

lower bound of α ≥
√

6/72 can be computed based on
Payne [17, Lemmas 4.1, 4.2, and Theorems 2.2, 2.3,
4.3]. Since λ ≤

(
k−2
2

)
+ 1, we can compute a value

of n, as a function of k, above which we are guaranteed
to have a subset in general position of cardinality at

least k. We do this by solving for n in the inequality
αn/
√
n lnλ+ λ2 ≥ k after substituting λ with

(
k−2
2

)
+ 1

and α with
√

6/72. We obtain that if n ≥ 15k3, then the
aforementioned inequality is satisfied for all k ≥ 29337.
The kernelization algorithm distinguishes the following
three cases: First, if k < 29337, then the algorithm de-
cides the instance in O(1) time, and returns an equivalent
instance of O(1) size. Second, if k ≥ 29337 and n ≥ 15k3,
then the algorithm returns a trivial yes-instance of con-
stant size. Third, if none of the two above cases applies,
then it returns the (preprocessed) instance (P, k) which
satisfies |P | ≤ 15k3. �

We can derive the following result by a brute-force
algorithm on the above problem kernel:

Corollary 5 General Position Subset Selection
can be solved in O(n2 log n+ 41k · k2k) time.

Proof. Let (P, k) be an instance of General Position
Subset Selection. By Theorem 4, after O(n2 log n)
preprocessing time, we can assume that |P | ≤ 15k3. We
enumerate every subset of size k in P , and for each such
subset, we use the result of Guibas et al. [11, Theo-
rem 3.2] to check in O(k2 log k) time whether the subset
is in general position. If we find such a subset, then we
answer positively; otherwise (no such subset exists), we
answer negatively. The number of enumerated subsets is

(|P |
k

)
≤
(

15k3

k

)
≤ (15k3)k

k!

≤ (15k3)k

(k/e)k
= (15ek3/k)k ≤ (40.78)kk2k,

where e is the base of the natural logarithm and k! ≥
(k/e)k follows from Stirling’s formula. Putting every-
thing together, we obtain an algorithm for General
Position Subset Selection that runs in O(n2 log n+
(40.78)k ·k2k ·k2 log k) = O(n2 log n+41k ·k2k) time. �

Let 3-General Position Subset Selection denote
the restriction of General Position Subset Selec-
tion to instances in which the point set contains no four
collinear points. By Theorem 2, 3-General Position
Subset Selection is NP-complete. Füredi [7, Theo-
rem 1] showed that every set P of n points in which
no four points are collinear contains a subset in general
position of size Ω(

√
n log n). Based on Füredi’s result

and the idea in the proof of Theorem 4, we get:

Corollary 6 3-General Position Subset Selec-
tion admits a problem kernel containing O(k2/ log k)
points that is computable in O(n) time.

Cao [3] made the following observation on the relation
between the cardinality of a maximum-cardinality point
subset in general position and the line cover number,

10
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that is, the minimum number of lines that cover all
points in the point set. For the sake of self-containment,
we also give a short proof.

Observation 1 ([3]) For a set P of points let S ⊆ P
be a maximum subset in general position and let ` be the
line cover number of P . Then,

√
` ≤ |S| ≤ 2`.

Proof. For the first inequality, note that |S| points in

general position define
(|S|

2

)
≤ |S|2 lines. Since all other

points in P have to lie on a line defined by two points in S,
it follows that ` ≤ |S|2. The second inequality clearly
holds since any maximum subset in general position can
contain at most two points that lie on the same line. �

As a consequence of Observation 1, we can assume
that k ≤ 2` and, thus, we can transfer our results for
the parameter k to the parameter `.

Corollary 7 General Position Subset Selection
can be solved in O(n2 log n+412` ·(2`)4`) time, and there
is a kernelization algorithm that, given an instance (P, k)
of General Position Subset Selection, computes
an equivalent instance containing at most 120`3 points
in O(n2 log n) time.

4.2 FPT Results for the Dual Parameter

In this section we consider the dual parameter number
h := n−k of points that have to be deleted (i.e., excluded
from the sought point set in general position) so that
the remaining points are in general position. We show
a problem kernel containing O(h2) points for General
Position Subset Selection. Moreover, we show that
most likely this problem kernel is essentially tight, that
is, there is presumably no problem kernel with O(h2−ε)
points for any ε > 0.

We start with the problem kernel that relies essentially
on a problem kernel for the 3-Hitting Set problem:

3-Hitting Set
Input: A universe U , a collection C of size-3

subsets of U , and h ∈ N.
Question: Is there a subset H ⊆ U of size at most h

containing at least one element from each
subset S ∈ C?

There is a close connection between General Posi-
tion Subset Selection and 3-Hitting Set: For
any collinear triple p, q, r ∈ P of distinct points, one
of the three points has to be deleted in order to ob-
tain a subset in general position. Hence, the set of
deleted points has to be a hitting set for the family of
all collinear triples in P . Since 3-Hitting Set can be
solved in O(2.08h + |C|+ |U |) time [21], we get:

Proposition 8 General Position Subset Selec-
tion can be solved in O(2.08h + n3) time.

3-Hitting Set is known to admit a problem kernel
with a universe of size O(h2) computable in O(|U |+ |C|+
h1.5) time [1]. Based on this, one can obtain a problem
kernel of size O(h2) computable in O(n3) time. The bot-
tleneck in this running time is listing all collinear triples.
We can improve the running time of this kernelization
algorithm by giving a direct kernel exploiting the simple
geometric fact that two non-parallel lines intersect in
one point. We first need two reduction rules.

Rule 2 Let (P, k) be an instance of General Posi-
tion Subset Selection. If there is a point p ∈ P that
is not collinear with any two other points in P , then
delete p and decrease k by one.

Clearly, Rule 2 is correct since we can always add a
point which is not lying on any line defined by two other
points to a general position subset. The next rule deals
with points that are in too many conflicts. The basic
idea here is that if a point lies on more than h distinct
lines defined by two other points of P , then it has to be
deleted. This is generalized in the next rule.

Rule 3 Let (P, k) be an instance of General Posi-
tion Subset Selection. For a point p ∈ P , let L(p)
be the set of lines containing p and at least two points
of P \ {p}, and for L ∈ L(p) let |L| denote the number
of points of P on L. Then, delete each point p ∈ P
satisfying

∑
L∈L(p)(|L| − 2) > h.

Lemma 9 Rule 3 is correct.

Proof. Let (P, k) be an instance of General Posi-
tion Subset Selection and let (P ′ := P \D, k) be
the reduced instance, where D ⊆ P denotes the set of
removed points. We show that (P, k) is a yes-instance if
and only if (P ′, k) is a yes-instance.

Clearly, if (P ′, k) is a yes-instance, then also (P, k) is
one. For the converse, we show that any size-k subset
of P in general position does not contain any point p ∈ D:
For each line L ∈ L(p), all but two points need to be
deleted. If a subset S ⊆ P in general position contains p,
then the points that have to be deleted on the lines
in L(p) are all different since any two of these lines
only intersect in p. This means that

∑
L∈L(p)(|L| − 2)

points need to be deleted. However, since this value is
by assumption larger than h, the solution S is of size
less than k = |P | − h. �

Theorem 10 General Position Subset Selection
admits a problem kernel containing at most 2h2+h points
that is computable in O(n2) time.

Proof. Let (P, k) be a General Position Subset
Selection instance. We first show that applying Rule 2
exhaustively and then applying Rule 3 once indeed gives
a small instance (P ′, k′). Note that each point p ∈ P ′ is

11
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“in conflict” with at least two other points, that is, p is
on at least one line containing two other points in P ′,
since the instance is reduced with respect to Rule 2.
Moreover, since the instance is reduced with respect
to Rule 3, it follows that each point is in conflict with
at most 2h other points. Thus, deleting h points can
give at most h · 2h points in general position. Hence,
if P ′ contains more than 2h2 + h points, then the input
instance is a no-instance.

We next show how to apply Rules 2 and 3 in O(n2)
time. To this end, we follow an approach described by
Edelsbrunner et al. [5] and Gómez et al. [10] which uses
the dual representation and line arrangements. The dual
representation maps points to lines as follows: (a, b) 7→
y = ax+b. A line in the primal representation containing
some points of P corresponds in the dual representation
to the intersection of the lines corresponding to these
points. Thus, a set of at least three collinear points
in the primal corresponds to the intersection of the
corresponding lines in the dual. An arrangement of
lines in the plane is, roughly speaking, the partition of
the plane formed by these lines. A representation of
an arrangement of n lines can be computed in O(n2)
time [5]. Using the algorithm of Edelsbrunner et al. [5],
we compute in O(n2) time the arrangement A(P ∗) of
the lines P ∗ in the dual representation of P .

Rule 2 is now easily computable in O(n2) time: Ini-
tially, mark all points in P as “not in conflict”. Then,
iterate over the vertices of A(P ∗) and whenever the ver-
tex has degree six or more (each line on an intersection
contributes two to the degree of the corresponding ver-
tex) mark the points corresponding to the intersecting
lines as “in conflict”. In a last step, remove all points
that are marked as “not in conflict”.

Rule 3 can be applied in a similar fashion in O(n2)
time: Assign a counter to each point p ∈ P and initialize
it to zero. We want this counter to store the number∑
L∈L(p)(|L| − 2) on which Rule 3 is conditioned. To

this end, we iterate over the vertices in A(P ∗) and for
each vertex of degree six or more we increase the counter
of each point corresponding to a line in the intersection
by d/2 − 2 where d is the degree of the vertex. After
one pass over all vertices in A(P ∗) in O(n2) time, the
counters of the points store the correct values and we
can delete all points whose counter is more than h. �

We remark that the results in Proposition 8 and The-
orem 10 also hold when replacing the parameter h by
the “number γ of inner points”, where we call a point
an inner point if it is not a corner point of the convex
hull of P . The reason is that in all non-trivial instances
we have h ≤ γ since removing all inner points yields a
set of points in general position.

We can prove a matching (conditional) lower bound on
the problem kernel size for General Position Subset
Selection via a reduction from Vertex Cover. Given

an undirected graph G and k ∈ N, Vertex Cover
asks whether there is a subset C of at most k vertices
such that every edge is incident to at least one vertex
in C. Using a lower bound result by Dell and van
Melkebeek [4] for Vertex Cover (which is based on the
common assumption in complexity theory that coNP is
not in NP/poly since otherwise the polynomial hierarchy
collapses to its third level), we obtain the following:

Theorem 11 Unless coNP ⊆ NP/poly, for any ε >
0, General Position Subset Selection admits no
problem kernel of size O(h2−ε).

Proof. We give a polynomial-time reduction from Ver-
tex Cover, where the resulting dual parameter h equals
the size of the sought vertex cover. The claimed lower
bound then follows because, unless coNP ⊆ NP/poly,
for any ε > 0, Vertex Cover admits no problem kernel
of size O(k2−ε), where k is the size of the vertex cover [4].

Given a Vertex Cover instance (G, k), we first
reduce it to the equivalent Independent Set in-
stance (G, |V (G)| − k). We then apply transforma-
tion Φ (see Section 3) to G to obtain a set of points P ,
where |P | = |V (G)| + |E(G)|; we set k′ := |V (G)| +
|E(G)| − k, and consider the instance (P, k′) of Gen-
eral Position Subset Selection. Clearly, G has
a vertex cover of cardinality k if and only if G has
an independent set of cardinality |V (G)| − k, which is
true if and only if P has a subset in general position
of cardinality |E(G)| + |V (G)| − k. Hence, the dual
parameter h = |P | − k′ equals the sought vertex cover
size. �

Note that Theorem 11 gives a lower bound only on
the total size (i.e., instance size) of a problem kernel for
General Position Subset Selection. We can show
a stronger lower bound on the number of points con-
tained in any problem kernel using ideas from Kratsch
et al. [15], which are based on a lower bound frame-
work by Dell and van Melkebeek [4]. Kratsch et al. [15]
showed that there is no polynomial-time algorithm that
reduces a Point Line Cover instance (P, k) to an
equivalent instance with O(k2−ε) points for any ε > 0
unless coNP ⊆ NP/poly. The proof is based on a re-
sult by Dell and van Melkebeek [4] who showed that
Vertex Cover does not admit a so-called oracle com-
munication protocol of cost O(k2−ε) for ε > 0 unless
coNP ⊆ NP/poly. An oracle communication protocol is
a two-player protocol, in which one player is holding the
input and is allowed polynomial (computational) time in
the length of the input, and the second player is compu-
tationally unbounded. The cost of the communication
protocol is the number of bits communicated from the
first player to the second player in order to solve the
input instance.

Kratsch et al. [15] devise an oracle communication pro-
tocol of cost O(n log n) for deciding instances of Point

12
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Line Cover with n points. Thus, a problem kernel
for Point Line Cover with O(k2−ε) points implies an
oracle communication protocol of cost O(k2−ε

′
) for some

ε′ > 0 since the first player could simply compute the
kernelized instance in polynomial time and subsequently
apply the protocol yielding a cost of O(k2−ε · log(k2−ε)),
which is in O(k2−ε

′
) for some ε′ > 0. This again im-

plies an O(k2−ε
′′
)-cost oracle communication protocol

for Vertex Cover for some ε′′ > 0 (via a polynomial-
time reduction with a linear parameter increase [15,
Lemma 6]). We show that there exists a similar oracle
communication protocol of cost O(n log n) for General
Position Subset Selection.

The protocol is based on order types of point sets.
Let P = 〈p1, . . . , pn〉 be an ordered set of points and

denote by
(
[n]
3

)
the set of ordered triples 〈i, j, k〉 where i <

j < k, i, j, k ∈ [n] := {1, . . . , n}. The order type of P is a

function σ :
(
[n]
3

)
→ {−1, 0, 1}, where σ(〈i, j, k〉) equals 1

if pi, pj , pk are in counter-clockwise order, equals −1
if they are in clockwise order, and equals 0 if they are
collinear. Two point sets P and Q of the same cardinality
are combinatorially equivalent if there exist orderings P ′

and Q′ of P and Q such that the order types of P ′

and Q′ are identical.
A key step in the development of an oracle communi-

cation protocol is to show that two instances of Point
Line Cover with combinatorially equivalent point sets
are actually equivalent [15, Lemma 2]. We can prove
an analogous result for General Position Subset
Selection:

Observation 2 Let (P, k) and (Q, k) be two instances
of General Position Subset Selection. If the point
sets P and Q are combinatorially equivalent, then (P, k)
and (Q, k) are equivalent instances of General Posi-
tion Subset Selection.

Proof. Let P and Q be combinatorially equivalent point
sets with |P | = |Q| = n and let P ′ = 〈p1, . . . , pn〉
and Q′ = 〈q1, . . . , qn〉 be orderings of P and Q, respec-
tively, having the same order type σ.

Now, a subset S ⊆ P ′ is in general position if and
only if no three points in S are collinear, that is,
σ(〈pi, pj , pk〉) 6= 0 holds for all pi, pj , pk ∈ S. Con-
sequently, it holds that σ(〈qi, qj , qk〉) 6= 0, and thus
the subset {qi | pi ∈ S} ⊆ Q′ is in general position.
Hence, (P, k) is a yes-instance if and only if (Q, k) is a
yes-instance. �

Based on Observation 2, we obtain an oracle com-
munication protocol for General Position Subset
Selection. The proof of the following lemma is com-
pletely analogous to the proof of Lemma 4.1 in [15]:

Lemma 12 There is an oracle communication protocol
of cost O(n log n) for deciding instances of General
Position Subset Selection with n points.

The basic idea is that the first player only sends the
order type of the input point set so that the computation-
ally unbounded second player can solve the instance (ac-
cording to Observation 2 the order type contains enough
information to solve a General Position Subset Se-
lection instance). We conclude with the following lower
bound result:

Theorem 13 Let ε > 0. Unless coNP ⊆ NP/poly,
there is no polynomial-time algorithm that reduces an
instance (P, k) of General Position Subset Selec-
tion to an equivalent instance with O(h2−ε) points.

Proof. Assuming that such an algorithm exists, the
oracle communication protocol of Lemma 12 has
cost O(h2−ε

′
) for some ε′ > 0. Since the reduction

from Vertex Cover in Theorem 11 outputs a Gen-
eral Position Subset Selection instance where
the dual parameter h equals the size k of the vertex
cover sought, we obtain a communication protocol for
Vertex Cover of cost O(k2−ε

′
), which implies that

coNP ⊆ NP/poly [4, Theorem 2]. �

Remark on the Kernel Lower Bound Framework of
Kratsch, Philip and Ray As a final observation, we
mention that the framework of Kratsch et al. [15] indeed
is more generally applicable than stated there. It only
relies on the equivalence of instances with respect to
order types of point sets. Hence, we observe that for
every decision problem on point sets for which

1. two instances with combinatorially equivalent point
sets are equivalent (cf. Observation 2), and

2. there is no oracle communication protocol of
cost O(k2−ε) for some parameter k and any ε > 0
unless coNP ⊆ NP/poly,

there is no problem kernel with O(k2−ε
′
) points for

any ε′ > 0 unless coNP ⊆ NP/poly.

5 Conclusion and Outlook

The intent of our work is to stimulate further research
on the computational complexity of General Posi-
tion Subset Selection. The kernelization results we
presented rely mostly on combinatorial arguments; the
main geometric property we used is that two distinct
lines intersect in at most one point. Therefore, a natural
question to ask is whether there are further geomet-
ric properties that can be exploited in order to obtain
improved algorithmic results for General Position
Subset Selection. We conclude with the following
concrete open questions:

1. Can the (15k3)-point kernel (Theorem 4) for Gen-
eral Position Subset Selection be asymptoti-
cally improved? Or can we derive a cubic, or even
a quadratic, lower bound on the (point) kernel size
of General Position Subset Selection?

13
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2. Can the FPT algorithm (see Corollary 5) for Gen-
eral Position Subset Selection be (signifi-
cantly) improved?

3. With respect to polynomial-time approximation,
we could only show the APX-hardness of Maxi-
mum General Position Subset Selection. It
remains open whether Cao’s O(

√
opt)-factor approx-

imation can be improved.
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Minimizing the Total Movement for Movement to Independence Problem on
a Line

Mehrdad Ghadiri∗ Sina Yazdanbod †

Abstract

Given a positive real value δ, a set P of points along
a line and a distance function d, in the movement to
independence problem, we wish to move the points to
new positions on the line such that for every two points
pi, pj ∈ P , we have d(pi, pj) ≥ δ while minimizing the
sum of movements of all points. This measure of the
cost for moving the points was previously unsolved in
this setting. However for different cost measures there
are algorithms of O(n log(n)) or of O(n). We present an
O(n log(n)) algorithm for the points on a line and thus
conclude the setting in one dimension.

1 Introduction

The problem of minimizing the movement of points
to reach a property was introduced first by Demaine
et al. [4], which was for the most part in graphical set-
tings. Many applications appear for the minimizing
movement problem is in the contexts of reliable radio
networks [1, 2], robotics [8] and map labeling [9][6]. In
simple terms, the problem of movement to independence
on graphs is defined as given a graph G and a set of
pebbles P , move the pebbles such that no two pebbles
occupy the same vertex. They considered the Total Sum
measure on different problems. Although, they proved
different NP-completeness results for other problems,
the problem of whether the movement to independence
problem with Total Sum measure is NP-complete, re-
mains open to this day. Time complexity of the algo-
rithms given in [4] were polynomial in the number of
vertices. However, the number of pebbles can be much
smaller than the number of vertices of the graph. That
is why in [5], they turned to fixed-parameter tractabil-
ity. Dumitrescu et al. [7] were the first to consider the
settings of a real line. They gave LP-based algorithms
for movement to independence on a line and on a closed
curve with the measure of minimizing the maximum
movement of points. In closed-curve version of the prob-
lem, authors defined distance as the length of the small-
est subcurve between two points. Dumitrescu et al. [7]’s

∗Computer Engineering department, Sharif University of Tech-
nology, ghadiri@ce.sharif.edu
†Computer Engineering department, Sharif University of Tech-

nology, syazdanbod@ce.sharif.edu

algorithms for both real line settings and closed curve
settings were recently improved by Li et al. [10] with a
linear time algorithm. Our contribution in this paper
is considering the problem of Total Sum on the same
settings of [7].

The rest of this paper is structured as follows. In
Section 2, we explain preliminaries and the definitions
of our problem. In Section 3, the formal settings of the
problem is presented. The algorithm and its proof are
written in Section 4 and the O(nlogn) implementation
and complexity analysis of it are presented in Section 5.
In the end, we conclude the article in the last section
and give an open problem for further research.

2 Preliminaries

In movement to independence problem, we are given a
positive real value δ, a set P of points and a distance
function d and we wish to move the points to new po-
sitions such that any two points are at least δ apart.
The goal is to minimize this movement. There are sev-
eral different measures of movement. We consider the
TotalSum measure which is the sum of movements of
all points. We examine this problem in the setting of
real line. In this section, we define our the terminology
and introduce the problems considered in this paper.

Definition 1 (Configuration) For a set of points P ,
we define a configuration H of P to be a placement of
points in the domain. For a point p ∈ P , we use H(p)
to denote the location of p in configuration H.

In this paper, we will investigate movement to indepen-
dence problem in the setting defined bellow.

Definition 2 (Independence) Given a set of points
P , a positive value δ ∈ R+ and a distance function d,
a configuration H is called independent, whenever for
every two points pi, pj ∈ P , we have d(H(pi), H(pj)) ≥
δ.

The formal definition of the movement to indepen-
dence problem with total sum measure is as follows.

Definition 3 Let P = {p1, . . . , pn} be a set of points
and I be its initial configuration. Given δ ∈ R+ and a
distance function d, find an independent configuration
F of P , so as to minimizes

∑n
i=1 d(I(pi), F (pi)).
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The point set P can be from different domains. In
the following, we define the distance function used for
these domains.

Definition 4 (On a Line) For two points pi, pj ∈
P and configurations H and H ′ (not necessarily
different) of points P on the real line, we define
d(H(pi), H

′(pj)) = |H(pi)−H ′(pj)|.

In our algorithm, we make use of chains of points.
In a linear domain, a set of points in a configuration
form a chain, whenever they are tightly put together in
distances of δ.

Definition 5 In a configuration H of points P , we call
a subset C = {q1, . . . , qj} of P , where H(q1) < · · · <
H(qj), a chain in H, , if we have d(H(qi), H(qi+1)) = δ
for all i = 1, . . . , j − 1(seeFigure 1).

A chain is maximal if it is not a proper subset of an-
other chain. Unless noted explicitly, we consider chains
to be maximal. Chain partitioning is the act of parti-
tioning independent configuration into maximal chains.
Figure 1 shows an example of this partitioning. In this
figure the rectangles show the chains.

Figure 1: Partitioning H into chains

3 Setting of a Real Line

In this section we study the problem of movement to in-
dependence in real line domain with total sum measure.
Let a point set P = {p1, . . . , pn} be in R with initial con-
figuration I. For the sake of simplicity, we assume that
the input is given in sorted order and that points are
initially in distinct positions. That is I(pi) < I(pj) for
every i < j. The following lemma shows that in fact we
can make such assumptions.

Lemma 1 The initial order of points P is preserved
in the optimal configuration OPT . In other words,
an optimal configuration OPT exists in which for any
two points pi, pj ∈ P with I(pi) < I(pj), we have
OPT (pi) < OPT (pj).

Proof. Let OPT be an optimal configuration. Assume
that there exist pi, pj ∈ P violating this. Then, we can
swap the location of pi and pj in OPT , as in Figure 2,
without increasing the total movement of points. Based
on symmetry, one should only consider the three situa-
tions shown in Figure 2. �

In a given configuration H, We define the sets LH(S),
RH(S) and OH(S) as follows.

I(pi) I(pj) I(pj)I(pi)

I(pi) I(pj) I(pj)I(pi)O(pj)O(pi)

O(pi) O(pj)

O(pi) O(pj)I(pi) I(pj)O(pi)O(pj) I(pi) I(pj)

O(pi)O(pj)

O(pj) O(pi)

Figure 2: Three different situations of unordered points
that can be put in order, without increasing total sum.
Figures on the left shows the problem and figures on
the right show the reordered version without moving
the points

Definition 6 For a given configuration H of points P
with initial configuration I. For a subset S ⊆ P .

• LH(S) = {p ∈ S | H(p) < I(p)}

• RH(S) = {p ∈ S | H(p) > I(p)}

• OH(S) = {p ∈ S | H(p) = I(p)}

We may use the notations L(S), R(S) and O(S) in-
stead, when there is no ambiguity.

Our algorithm for real line domain is iterative and
adds one point at a time until all the points are inserted.
Let I be the initial configuration of points P and Hi be
the configuration generated by our algorithm at the end
of i-th iteration, which is an independent configuration
(Note that Hi is defined over the set {p1, . . . , pi}). Let
C = {c1, . . . , ck} be the sorted set of chain partitioning
of Hi, where ck is the rightmost chain.

The main idea in this algorithm is that at the end of
each iteration of the algorithm, the following properties
are preserved for every chain cj ∈ C:

Property 1 For every chain cj ∈ C, we have
|LHi

(cj)|+ |OHi
(cj)| > |RHi

(cj)|

Property 2 For every chain cj ∈ C, we have
|LHi

(cj)| ≤ |OHi
(cj)|+ |RHi

(cj)|

Any configuration with these two properties is ,in a
sense, locally optimal. We show that our algorithm cre-
ates the optimal solution with these properties.

4 The Algorithm

Our algorithm starts from p1 and at each iteration adds
one new point to the configuration. Each iteration of
the algorithm consists of two phases. In the first phase,
we insert a new point into the current configuration and
if that violates Property 1, in the second phase, we re-
store that property. In the following, we explain the
procedure for each phase.
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4.1 Phase 1

Assume that we have the configuration Hi after process-
ing the first i points and let pi+1 be the first remain-
ing point and {c1, . . . , ck} be the chain partitioning of
Hi. In this phase, we construct configuration Gi+1 over
the set {p1, . . . , pi+1}, let Gi+1(pj) = Hi(pj), for all
j = 1, . . . , i. So, we just need to determine the location
of pi+1 in Gi+1. We consider the two following cases
based on the distance of the new point from the last
inserted point in our created configuration:

Case 1. If d(Hi(pi), I(pi+1)) ≥ δ and I(pi+1) is to the
right of Hi(pi), then we set Gi+1(pi+1) = I(pi+1).
If d(Gi+1(pi), Gi+1(pi+1)) > δ, then the chain parti-
tioning of Gi+1 is {c1, . . . , ck, ck+1} where ck+1 is a
new chain which its only member is pi+1 (Figure 3)
. If d(Gi+1(pi), Gi+1(pi+1)) = δ, the chain partition-
ing of Gi+1 is {c1, . . . , ck−1, c′k} where c′k is a new
chain which is ck ∪ pi+1 (Figure 4). Clearly, the new
point is in Oc′k

( the set of points from c′k that are on
their initial location) or Ock+1

. That is, the resulting
configuration preserves Property 1 and 2. Therefore,
there is no need to run Phase 2 and we proceed to
the next iteration. Note that in this case Hi+1 will
be Gi+1.

I(pi+1)

ck+1

ck

ck

Figure 3: This is the case where d(Hi(pi), I(pi+1)) > δ.
The new point will create a chain consisting of itself

I(pi+1)ck

ck

Figure 4: This is the case where d(Hi(pi), I(pi+1)) = δ.
The new point will merge with the previous chain

Case 2. If d(Hi(pi), I(pi+1)) < δ (Figure 5) or
d(Hi(pi), I(pi+1)) ≥ δ and I(pi+1) is to the left of
Hi(pi) (Figure 6), we set Gi+1(pi+1) to Hi(pi) +
δ. Therefore, the chain partitioning of Gi+1 is
{c1, . . . , ck−1, c′k} where c′k is a new chain which is
ck ∪ pi+1. The only complication is that Property 1
might get violated in Gi+1 because pi+1 ∈ RGi+1(c′k).
In this case, we proceed to Phase 2, to move the chains
so that Property 1 is restored again. Otherwise, there
is no need to run Phase 2 and we proceed to the next
iteration. Note that in this case Hi+1 will be Gi+1.

I(pi+1)ck

ck

Figure 5: This is the case where d(Hi(pi), I(pi+1)) < δ
but the new point is still located after Hi(pi).

I(pi+1) ck

ck

Figure 6: This is the case where d(Hi(pi), I(pi+1)) ≥ δ
but the new point is still located before Hi(pi).

4.2 Phase 2

In this phase, we construct the configuration Hi+1

given the configuration Gi+1 from the previous phase
which its chain partitioning is {c1, . . . , ck−1, c′k}. For
configuration Hi+1, we have Hi+1(pj) = Gi+1(pj),
if pj ∈ c1 ∪ · · · ∪ ck−1 and we just need to deter-
mine location of points in c′k in configuration Hi+1.
The reason for running this phase is that Prop-
erty 1 is violated for the chain c′k in Phase 1, which
means |RGi+1

(c′k)| ≥ |LGi+1
(c′k)| + |OGi+1

(c′k)|. Since
|RGi+1

(c′k)| = |RHi
(ck)|+1 and |RHi

(ck)| < |LHi
(ck)|+

|OHi(ck)|, we can infer that |RGi+1(c′k)| = |LGi+1(c′k)|+
|OGi+1(c′k)|. It is clear that Property 1 and 2 still hold
for the other chains and also Property 2 holds for c′k.
To restore Property 1 for c′k, we do as follows.

Let α = minpj∈Rc′
k

|d(Gi+1(pj), I(pj))| be the value

of the minimum distance between a point in the new
configuration and their initial configuration. and β =
d(Gi+1(pr), Gi+1(pl)) − δ, where pr is the rightmost
point of ck−1 in configuration Gi+1 and pl is the left-
most point of c′k in that configuration. In other words,
β + δ is the distance of the last point of the chain ck−1
and first point of the chain c′k. We consider the two
following cases:

Case 1. If α < β, we set Hi+1(pj) = Gi+1(pj) −
α, for all pj ∈ c′k. It is clear that we
have |RGi+1

(c′k)| > |RHi+1
(c′k)|. Therefore

|LHi+1
(c′k)| + |OHi+1

(c′k)| > |RHi+1
(c′k)|. We also

know that LGi+1
(c′k) ∪ OGi+1

(c′k) = LHi+1
(c′k)

and RGi+1(c′k) = OHi+1(c′k) ∪ RHi+1(c′k). Since
|RGi+1(c′k)| = |LGi+1(c′k)| + |OGi+1(c′k)|, we conclude
that |LHi+1

(c′k)| ≤ |OHi+1
(c′k)| + |RHi+1

(c′k)|. There-
fore, Property 1 is restored and Property 2 is pre-
served.

Case 2. If α ≥ β, we set Hi+1(pj) = Gi+1(pj) −
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β, for all pj ∈ c′k. It is clear that ck−1 and
c′k are not maximal chains in Hi+1. Therefore,
the chain partitioning of Hi+1 is {c1 . . . , ck−2, c′k−1},
where c′k−1 = ck−1 ∪ c′k. We can say two chains
ck−1 and c′k are merged (Figure 7). We have
|LHi+1

(c′k)| + |OHi+1
(c′k)| ≥ |RHi+1

(c′k)|, because
|LGi+1

(c′k)| + |OGi+1
(c′k)| = |RGi+1

(c′k)|. We also
have |LHi+1(ck−1)| + |OHi+1(ck−1)| > |RHi+1(ck−1)|.
Hence, |LHi+1(c′k−1)|+|OHi+1(c′k−1)| > |RHi+1(c′k−1)|
and Property 1 is restored. By a reasoning similar to
previous case, we can conclude that Property 2 holds
for c′k−1 in Hi+1.

Figure 7: When the left chain reaches δ radius of the
right chain, they merge.

4.3 Correctness

We claim that this algorithm returns an optimal config-
uration. But before we go on to prove that claim, we
state a lemma.

Lemma 2 Let c = {pi, . . . , pj} be a maximal chain in
Hn. For all l, where i ≤ l ≤ j, for the non-maximal
chain c′ = {pi, . . . , pl}, we have

|LHn(c′)|+ |OHn(c′)| > |RHn(c′)|.

Proof. In the l-th iteration of the algorithm, pl was
inserted into the configuration. Let {c1, . . . , ck} be the
chain partitioning of Hl and c′ = cm∪ · · ·∪ ck. We have
|LHl

(c′)| + |OHl
(c′)| > |RHl

(c′)|, because Property 1
holds for all chains in {c1, . . . , ck}. After iteration l,
points in the c′ only move leftwards or does not move
in each iteration. Thus, the left side of the inequality
is non-decreasing and the right side is non-increasing.
Therefore, at the end of every further iteration, the in-
equality still holds. In particular, the inequality holds
at the end of the algorithm. �

Now we have the sufficient tools to prove optimality
of the output of this algorithm. We make the argument
in two cases, once we take the rightmost difference from
the optimal and second we use the leftmost difference.
In the end, our solution is optimal or simply a shift of
the optimal to the right that does not increase the sum.

Theorem 3 Configuration Hn is optimal.

Proof. Let OPT be an optimal configuration of points
P which preserves the order of initial configuration. Ac-
cording to Lemma 1, this configuration exists. Take the

rightmost point pl in Hn such that OPT (pl) < Hn(pl)
(Figure 8). Assume that this point is in the chain
c = {pi, . . . , pj}. Figure 8 depicts this situation.

H(pl)

OPT (pl)

Figure 8: The above figure is the chain containing pl in
our solution while below figure show the same points of
the above chain in the optimal solution. This chain is
not necessarily intact, and may have been divided into
several different chains in the optimal solution.

We know from Lemma 2 that for the c′ = {pi, . . . , pl}
in Hn, we have:

|LHn
(c′)|+ |OHn

(c′)| > |RHn
(c′)|

For each k = i, . . . , l we have Hn(pk) < OPT (pk).
Since, the order of points in OPT is like Hn and
also OPT is an independent configuration. There-
fore, OHn

(c′) ∪ LHn
(c′) ⊂ LOPT (c′) and |LOPT (c′)| >

|OOPT (c′)|+ |ROPT (c′)|. Hence, if we shift the points of
c′ in OPT to right by d(Hn(pl), OPT (pl)), the number
of points getting further away from their initial location
will be smaller than the number of points getting closer
and also the points will remain independent from each
other. Hence, total movement of points will decrease,
which contradicts the optimality of OPT . Therefore,
there are no points in the optimal configuration to the
left of their corresponding point in Hn.

On the other hand, let Hn(pl) be the leftmost point
such that OPT (pl) > Hn(pl)(Figure 8). Assume that
this point is in the chain c = {pi, . . . , pj} in Hn. This
case is shown in Figure 9.

H(pl)

OPT (pl)

Figure 9: Same as before, rectangles are chains and pl
is the first difference.

This time, we use Property 2. For the chain c we
have:

|LHn(c)| ≤ |OHn(c)|+ |RHn(c)|.
It is fairly easy to see that:

|LOPT (c)| ≤ |LHn(c)| ≤ |OHn(c)|+ |RHn(c)|

giving

|OHn(c)|+ |RHn(c)| ≤ |OOPT (c)|+ |ROPT (c)|
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because the order of points in OPT is like Hn and also
OPT is an independent configuration. If we shift the
points pl, . . . , pj in the configuration OPT to left, total
movement of points will not increase until after pl coin-
cides with Hn(pl). That is to say, the total movement
of the solution returned by our algorithm is less than or
equal to that of the optimal configuration. After plac-
ing pl on Hn(pl) by moving all the points {pl, . . . , pj} in
the configuration OPT to left, we have a new configura-
tion OPT ′ with the same (if not less) total movement.
Now, we find the next point from OPT ′ with this prop-
erty (leftmost point such that OPT ′(pl) > Hn(pl)) and
we continue until all the points with this property are
converted to their corresponding point in Hn, therefore,
proving that the cost of our solution is at most that of
the optimal solution. �

A naive implementation of this algorithm runs in
O(n2) time. However, in section 5 we give a more effi-
cient implementation that runs in O(n log(n)) time.

5 Implementaion and complexity analysis

In each iteration of the algorithm, there are two phases.
In the first one, a point is placed on its initial location or
on the end of the last chain. Obviously, the complexity
of this phase is O(1). In the second phase, we move all
of a chain and possibly merge it with another chain. If
we update location of all the points in this phase then in
each iteration, the complexity of this phase is as the size
of the moving chain. Therefore, in the worst case, the
complexity of the algorithm will be O(n2). We use a lit-
tle trick to reduce the complexity of the algorithm. Let
c1, . . . , ck be the chains in a configuration like H. Let
r(cj) be a real number that shows the total movement
of cj to the left since it was created. In other words,
r(cj) is the total movement of the left most point of cj
to the left since it has been added to the cj .

Let p be a newly added point to the ck and its location
be `. The trick is that instead of storing the actual
location of p, we store `− rj . When we need the actual
location of p, we can easily recompute that. Also, when
we move the chain to the left, it is sufficient to update
just rj and we do not need to update a number for each
point. With this trick, we reduce the time complexity of
moving the chains to O(1). There are two other things
that affect the complexity of the algorithm: finding the
amount of movement of a chain in the second phase
of each iteration and merging two chains when we deal
with Case 2 of the second phase.

For finding the amount of movement of a chain, we
can store all the right points of a chain in a min-heap
according to their distances to their initial locations.
When we add a point to the chain, we can easily add it
to the heap in O(log n) and when we move the chain to
the left, we need to remove the point that is locates on

its initial location from the heap which can be done in
O(log n).

In case of merging the chains, let cj and cj+1 be the
chain that merged and the new chain be c′. We need to
merge cj and cj+1’s heaps which can be done in O(log n)
if we use a binomial heap[3, p. 462]. The other thing
that we need to do is to set a value for r(c’). To do this
we choose one of cj or cj+1 that have more points and
set r(c′) as its r value and update the location value of
the points of the other chain using r(c′). Note that, the
new value of r(c′) does not show necessarily the amount
of movement of the new chain but it can be treated as
before. The amortized cost of this action is O(log n) like
the disjoint-set data structure [3, p. 504].

Due to the above analysis, we can conclude that the
cost of each iteration of the algorithm is O(log n) and
the complexity of the algorithm is O(n log n).

Theorem 4 Running time of the algorithm is
O(n log(n))

6 Conclusion

In this paper we considered the problem of minimizing
total sum of movement of points to reach independence
and presented an O(nlogn) algorithm. While the prob-
lem for minimizing the movement of point on a circle(
or a closed curve) still remains unsolved. It is easy to
see that our properties determining a local optimal can
be considered in the circle case as well. However, this
problem shows to be a little more trickier to solve and
these properties might not be enough.
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Searching with Advice: Robot Fence-Jumping
(Extended Abstract)

Kostantinos Georgiou∗† Evangelos Kranakis∗‡ Alexandra Steau§

Abstract

We study a new search problem on the plane involv-
ing a robot and an immobile treasure, initially placed
at distance 1 from each other. The length β of an arc
(a fence) within the perimeter of the corresponding cir-
cle, as well as the promise that the treasure is outside
the fence, is given as part of the input. The goal is to
device movement trajectories so that the robot locates
the treasure in minimum time. Notably, although the
presence of the fence limits searching uncertainty, the
location of the fence is unknown, and in the worst case
analysis is determined adversarially. Nevertheless, the
robot has the ability to move in the interior of the cir-
cle. In particular, the robot can attempt a number of
chord-jump moves if it happens to be within the fence
or if an endpoint of the fence is discovered.

The optimal solution to our question can be obtained
as an evaluation to a complicated optimization problem,
which involves trigonometric functions, and trigonomet-
ric equations that do not admit closed form solutions.
For the 1-Jump Algorithm, we fully describe the opti-
mal trajectory, and provide an analysis of the associ-
ated cost as a function of β. Our analysis indicates that
the optimal k-Jump Algorithm requires that the robot
has enough memory and computation power to compute
the optimal chord-jumps. Motivated by this, we give an
abstract performance analysis for every k-Jump Algo-
rithm. Subsequently, we present a highly efficient Halv-
ing Heuristic k-Jump Algorithm that can effectively ap-
proximate the optimal k-Jump Algorithm, with very
limited memory and computation requirements.

Key words and phrases. Disk, Fence, Optimization,
Robot, Search, Speed, Treasure.

1 Introduction

Geometric search is concerned with finding a target
placed in a geometric region and has been investigated

∗Research supported in part by NSERC.
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sity,konstantinos@ryerson.ca
‡School of Computer Science, Carleton Univer-

sity,kranakis@scs.carleton.ca
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in many areas of mathematics, theoretical computer sci-
ence, and robotics. In each instance, one aims to provide
search algorithms that optimize a certain cost, which
may take into account a variety of important character-
istics and features of the domain, computational abili-
ties of the searcher, assumptions about the target, etc.
In this paper, we introduce and study fence-jumping
search, a new search problem involving a robot, an un-
known stationary fence (barrier), and an unknown sta-
tionary target (or treasure) in the plane.

The location of the treasure is unknown to the robot.
However, the robot has knowledge that at the start it is
located at a distance of 1 (unit) away from the treasure.
Equivalently, the treasure is stationed on the perimeter
of a disk (within the known environment), which is cen-
tered at the start point of the robot. A fence, a given
circular arc of length β, is placed on the perimeter of
the disk, whose location is also unknown to the robot.
Further, the robot has the knowledge that the treasure
is located on the perimeter but not on the fence. De-
pending on its trajectory, the robot may move along
the perimeter of the circle and occasionally, say when
within the fence, it may want to move along a chord, or
as we say to fence-jump, so as to reduce the time nec-
essary to perform the search. We will analyze several
fence-jumping algorithms that will allow us to reach the
treasure in minimal time.

We study the fence-jumping search problem for one
robot starting at the center of the disk and moving at a
constant speed 1. We assume the treasure is stationary
and placed by an adversary at the beginning of each
round depending on the fence location. The adversary
positions the treasure on the perimeter, but outside the
fence. The robot may move anywhere on the disk in an
attempt to find this treasure; it is also able to use geo-
metric knowledge so as to decrease the amount of time
spent during the search. That is to say, since the robot
knows that the treasure is not located on the fence, it
could try to bypass it by “jumping over the fence”. The
goal of this paper is to determine a trajectory so that
the robot finds the treasure in optimal time.

1.1 Related Work

The type of search problem investigated in our work was
first seen sixty years ago when Beck [4] and Bellman [5]

21



28th Canadian Conference on Computational Geometry, 2016

asked an important, yet simplistic question tied to the
minimization of distance. Motivated from this, several
different natural search problems have been studied in-
cluding the use of a fixed [8, 16] or mobile target [18], the
tools searchers have access to, the number of searchers,
the communication restrictions and many more. Often,
the essential part of the robot activity is the recogni-
tion and/or mapping of the terrain. In the case of a
known structure, the main objective of the search is to
minimize the time to find the treasure. Searching for
a motionless target has been studied in the cow-path
problem [4], lost in a forest problem [12, 15] and plane
searching problem [2, 3].

Baeza-Yates et al in their well known paper [3] study
the worst-case time for search involving one robot and
a treasure at an unknown location in the plane, such as
a simple line. Useful surveys on search theory can also
be found in [6] and [10].

Search by multiple robots with communication capa-
bilities has been considered in [11, 14], while [8, 9] study
the evacuation of k robots searching for an exit located
on the perimeter of a disk. The problem of finding tra-
jectories for obstacle avoidance in both known and un-
known terrains has been considered in several papers
including [1, 7, 17].

1.2 Outline and Results of the Paper

As a main objective, our approach will have to design al-
gorithms for finding the treasure in optimal time, while
adapting to the fence structure located on the perime-
ter. Thus, leading us to propose algorithms that at-
tempt to deliver the optimal shortcuts necessary to exit
and/or avoid the fence structure.

An outline of our results is as follows. In Section 2, we
introduce the basic concepts and analyze a simple search
algorithm for finding the treasure without involving any
jumps. In Section 3, we introduce and analyze the opti-
mal 1-Jump search algorithm. Meanwhile, in Section 4,
we propose a generic description of k-Jump algorithms.
In Section 5, we study a k-Jump algorithm based on a
halving heuristic, which approximates the optimal jump
without relying on solutions of trigonometric optimiza-
tion problems. In Section 6, we contrast the choices
and performance of the Halving k-Jump Algorithm with
the choices and performance of the Optimal k-Jump Al-
gorithm that was obtained using optimization software
packages, for k ≤ 3. We conclude with Section 7. Due
to space limitations, all omitted lemma proofs can be
found in the extended paper [13].

2 Preliminary Observations

First, we introduce the basic concepts and assumptions
of our model. Initially, we make the assumption that
the robot is located in the center of the disk with a

radius of 1, and a treasure is located at distance of 1
from the robot, on the perimeter of the disk. We de-
fine this treasure to be a point on the disk and, thus,
does not take any space on the perimeter. The treasure
location is always unknown to the robot until it moves
directly over its point location. That is to say, the robot
has no vision capabilities, in that it becomes aware of
what each point on the circle is, i.e. a fence point, trea-
sure or nothing special, only if the point is visited. The
robot moves at the same speed throughout its search
on the disk and the movement of the robot from the
center always takes 1 unit of time. The robot has the
computational power to numerically solve trigonomet-
ric equations through the use of deterministic processors
which possess the required memory for these processes.

Recall that robot’s goal is to optimize the length of
its trajectory using various types of movements, i.e. the
robot may walk on the fence or even jump over the fence
moving along a chord (within the interior of the circle).

To begin we provide a naive solution to our trea-
sure finding problem, which we will then improve with
a number of algorithms. In what follows, we denote
the length of the fence by β, given as part of the in-
put. Independently of the algorithm considered, any
deterministic algorithm will first have the robot move
to an arbitrary point on the perimeter of the circle,
thereafter referred to as the basic landing point, with
the intention that the robot will start moving/searching
the circle counterclockwise, which is further examined
in Algorithm 1.

Algorithm 1 0-Jump Algorithm

1: Walk to the perimeter of the disk
2: Continue walking on the perimeter counterclockwise
3: if you reach fence endpoint then
4: Hop along the corresponding chord of length
5: 2 sin (β/2)
6: else
7: Walk on perimeter until you find treasure

Our work provides a focus on algorithms that per-
form well under worst case analysis. As such, the per-
formance of any algorithm will be determined after an
adversary decides on the location of both the basic land-
ing point, the fence itself, and the treasure. For the sake
of exposition, we now present the worst case termina-
tion time depending on the location of the basic landing
point.

Lemma 1 The worst case termination time of Algo-
rithm 1 is1

{
c00 := 1 + 2π − β + 2 sin (β/2) Figure 1a
c01 := 1 + 2π Figure 1b

1The usefulness of notation cij for the cost of the algorithm
will be transparent in the next sections
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where the reference in the right column indicates the
Figure which applies to the case.

1
β

2 sin
Å
β
2

ã

(a) Landing outside
fence.

1

β

(b) Landing within
fence.

Figure 1: Basic landing point.

Proof. Suppose that the basic landing point is outside
the fence, as seen in Figure 1a, and say that the clock-
wise distance between the landing point and the fence is
x ∈ (0, 2π−β). It is straightforward that the adversary
would place the treasure clockwise inbetween the land-
ing point and the fence, at clockwise distance y ∈ (0, x)
from the landing point. Then, for all x ∈ (0, 2π−β) the
cost of the algorithm would be

sup
y∈(0,x)

{1+2π−β+2 sin (β/2)−y} = 1+2π−β+2 sin (β/2) .

In the other case, the landing point is within the fence,
as illustrated in Figure 1b. Suppose that the clockwise
distance between the landing point and the endpoint of
the fence is x ∈ (0, β). Also suppose that the clockwise
distance between the same fence endpoint and the trea-
sure is y ∈ (0, 2π − β). Then, the robot will locate the
treasure in time

sup
x,y
{1 + 2π − x− y} = 1 + 2π.

This proves Lemma 1. �

It is intuitive that having the basic landing point out-
side the fence is a “favorable event” in that for all β,
c00 ≤ c01. This follows formally from the fact that the
non-negative expression β − 2 sin (β/2) is increasing in
β > 0. Hence, the performance of Algorithm 1 is 1+2π.

Next, we focus on algorithms that can address the
choice of the adversary placing (basic) landing points
within the fence. In such algorithms the robot will try
to jump in an attempt to land outside the fence.

3 The Optimal 1-Jump Algorithm

In this section we analyze the optimal 1-Jump Algo-
rithm, which also serves as a warm-up for the analysis
of the generic k-Jump Algorithm. 1-Jump Algorithms
are fully determined by the (unique) chord jump of cor-
responding arc-length α they make in case the basic
landing point (of the robot) is within the fence.

It is worthwhile discussing the required specifications
for the algorithm to be correct. First, we require the
jump to be in “counter-clockwise” direction, i.e. that
α ≤ π (this also breaks the symmetry for the adversarial
placements of the fence and the treasure). Second, we
further require that the chord jump does not pass over
the area that could hold the treasure, landing back to
the fence. For that, it is of importance that α ≤ 2π−β.
To summarize, the 1-Jump Algorithm is fully deter-
mined by choosing α satisfying 0 < α ≤ min{π, 2π−β}.

In continuation, with parameter α, Algorithm 2 runs
similarly to Algorithm 1, except from the last landing
case of Algorithm 1 falling within the fence (which hap-
pens to be the basic one). If that happens, Algorithm 2
makes a counterclockwise jump corresponding to arc
length α. If the 1st-jump landing point is in the fence,
then it runs Algorithm 1. Otherwise, the 1st-jump land-
ing point is outside the fence and the robot applies the
following remedy phase: move clockwise along the pe-
riphery of the circle till the endpoint of the fence is
found, say at arc distance x, and then return to the 1st-
jump landing point along the corresponding chord of
length 2 sin (x/2), and continue executing Algorithm 1.

1

β

x
2 sin

(
x
2

)2 sin
(
α
2

)

(a) 1st jump landing is
outside fence.

1

β
2 sin

(
α
2

)

(b) 1st jump landing is
inside fence.

Figure 2: 1-Jump Algorithm basic landing point.

Algorithm 2 1-Jump

1: Walk to the perimeter of the disk
2: if your landing point is inside the fence then
3: make a ccw chord jump of arc length α

4: Perform Algorithm 1

Lemma 2 Depending on the landing points, the cost of
Algorithm 2 with parameter α is





c10 := 1 + 2π − β + 2 sin (β/2) Figure 1a
c11 := c10 + 4 sin (α/2)− 2 sin (β/2) Figure 2a
c12 := 1 + 2π − (α− 2 sin (α/2)) Figure 2b

(1)
with the understanding that c10, c

1
1, c

1
2 are functions on β

and α, and the reference in the right column indicates
the Figure which applies to the case.

Critical to our analysis toward specifying the optimal
choice of α is the solution to a specific equation that
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does not admit a closed form. Consider expression α+
2 sin (α/2) which is monotonically increasing. As such,
for every β ∈ R, the equation α+2 sin (α/2) = β admits
a unique solution in α. Motivated by this observation
we write that “αβ is the unique real number satisfying
equation αβ + 2 sin (αβ/2) = β”.

Moreover, since α + 2 sin (α/2) is increasing in the
variable α, so is αβ in the variable β. We are now ready
to define and analyze the optimal 1-Jump Algorithm.

Theorem 3 Let γ be the unique solution to equation
π = γ − sin (γ/2) (γ ≈ 4.04196). The optimal 1-Jump
Algorithm chooses jump step corresponding to arc length
α = αβ if β ≤ γ, α = 2π − β if β > γ and terminates
in time

1 +

{
2π − αβ + 2 sin (αβ/2) if β ≤ γ
β + 2 sin (β/2) if β > γ.

(2)

Proof. By Lemma 2, the optimal 1-Jump Algorithm is
determined by choosing α that minimizes

sup
0<α<min{π,π−β}

{c10, c11(α), c12(α)},

where in the expression above, we make the dependence
on α explicit. Again, it should be clear that having
the basic landing point outside the fence is a “favorable
event”. Intuitively, this is the only case that the robot
makes full use of the fact that the treasure does not lie
within the fence, jumping over it and using the corre-
sponding chord. Effectively, this implies that for all β, α
we have c10 ≤ min{c11(α), c12(α)}.

Next, for any β ∈ (0, 2π) we need to choose α so
as to minimize max{c11(α), c12(α)}. To that end, note
that c11, c

1
2 exhibit different monotonicities with respect

to α so that, if possible, the minimum will be attained
when the two costs are equal. Equating the two costs
gives that α + 2 sin (α/2) = β. Recall that we have
denoted the unique solution to the equation by αβ which
is increasing in β. Since the jump step needs to stay no
more than min{π, 2π − β}, the choice α = αβ (which is
the best possible) is valid only when αβ ≤ min{π, 2π −
β}. Numerically we can compute απ ≈ 1.66, which due
to the monotonicity of αβ implies that the dominant
constraint is that αβ ≤ 2π − β. Hence, any restrictions
will be imposed for β > π. Indeed, in setting αβ =
2π − β, and substituting in αβ + 2 sin (αβ/2) = β, we
obtain 2π−β+2 sin (π − β/2) = β. The value of β that
satisfies this equation is γ ≈ 4.04196.

To resume, as long as β ≤ γ, the best choice for the
jump is the solution to the equation α+2 sin (α/2) = β.
When β > γ, the best jump step is equal to 2π − β.

From the discussion above, the induced cost when
β ≤ γ would be equal to c11(αβ), as it reads in Lemma 2.
Finally, when β > γ the induced cost would be

max{c11(2π − β), c12(2π − β)}
= 1 + 2π + max{4 sin (π − β/2)− β, 2 sin (π − β/2)−

2π + β}
= 1 + 2π + 2 sin (β/2) + max{2 sin (β/2)− β,−2π + β}
= 1 + β + 2 sin (β/2)

where the last equality is because β ≥ γ, the definition
of γ and the fact that −2π + β is increasing in β. This
proves Theorem 3. �

Notably, the proof of Theorem 3 suggests that for
the best strategy α as a function of β, we have that
c10 ≤ c12(α) ≤ c11(α). This was expected, since having
the basic landing outside the fence is intuitively more
favourable than having it inside the fence and without
needing the remedy phase, which is more favourable
than needing the remedy phase. It is also interesting
to note that for β ≤ γ, the best jump choice αβ at-
tains values close to β/2. This suggests an alternative
approach to the problem that does not require the abil-
ity to solve technical trigonometric equations, and that
will be explored later. Finally, there is a nice suggested
recursive relation between costs c10, c

1
1 that is soon to be

generalized for k-Jump Algorithms.

4 Generic Description of k-Jump Algorithms

Analogously to the previous sections, the k-Jump Algo-
rithm has parameters α1, . . . , αk and runs similarly to
the (k-1)-Jump Algorithm, except from the case that
the last landing point of the (k-1)-Jump Algorithm (if
this is realized, it will be the (k-1)st-jump landing point)
is within the fence. If that happens, the k-Jump Algo-
rithm makes an additional counterclockwise jump cor-
responding to arc length αk. If the kth-jump landing
point is in the fence, then it runs Algorithm 1. Other-
wise, the kth-jump landing point is outside the fence,
and the robot applies the remedy phase from Algo-
rithm 2 in Section 3.

Algorithm 3 k-Jump Algorithm

1: Walk to the perimeter of the disk
2: i← 0
3: while landing point is inside the fence & i < k do
4: i← i+ 1
5: make a ccw chord jump of arc length αi
6: Perform Algorithm 1

It is clear from the discussion above that any k-Jump
Algorithm is specified by the jump steps α1, α2, . . . , αk,
where the ith jump is realized only if the basic landing
point, along with the landing points of the previous i−1
jumps fall within the fence. In order to preclude the
possibility that a jump passes over the area that holds
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the treasure and bring the robot back to the fence we
require that αi ≤ β. Moreover, for the jumps to be in
counterclockwise direction (and to break the symmetry)
we also require that αi ≤ π.

Similarly, for the 1-Jump Algorithm we required that
α1 ≤ min{π, 2π−β}. However, according to Theorem 3,
the optimal jump step is less than β (for all β), mean-
ing that the correctness condition for choosing the jump
step could have been replaced by α1 ≤ min{β, 2π − β}.
Indeed, our intuition tells us that an algorithm, which
after the basic landing point within the fence makes
a jump more than the length of the fence, will land
outside the fence and subsequently will, unavoidably,
need to apply the (suboptimal) remedy phase. Moti-
vated by this observation, we require the following con-
dition regarding the step sizes of k-Jump Algorithm’s:
αi ≤ min {π, 2π − β} , i = 1, . . . , k.

The next lemma generalizes Lemma 2 and provides a
handy recurrence description of the cost of the k-Jump
Algorithm with jump steps α1, . . . , αk depending on the
first landing point outside the fence. In this direction,
we denote by ckt to be the worst case cost of the k-Jump
Algorithm when the basic landing point along with the
landing points of the first t− 1 jumps fall all inside the
fence and the robot lands outside the fence in the the
tth jump, which is shown in Figure 3. Let us observe
that, ck0 is the cost of the case when the basic landing
point is outside the fence, while ckk+1 corresponds to
the case that the landing points of all k jumps, as well
as the basic landing point, fall inside the fence.

1

β
2 sin

(
α1

2

)

x
2 sin

(
x
2

)
2 sin

(
αk

2

)...

Figure 3: k-Jump Algorithm

Lemma 4 For any β, let α0 = β. Depending on the
landing points, the cost of the k-Jump Algorithm with
jump steps α1, . . . , αk is





ck0 := 1 + 2π − α0 + 2 sin (α0/2)
ckt := ckt−1 + 4 sin (αt/2)− 2 sin (αt−1/2)

ckk+1 := 1 + 2π −∑k
i=1 (αi − 2 sin (αi/2))

(3)

with the understanding that ckt are functions on β and
α1, . . . , αt−1, for t = 1, . . . k + 1.

5 The Halving Heuristic k-Jump Algorithm

In this section, we present a simple heuristic that is
meant to approximate the optimal jump steps without
relying on solutions of trigonometric optimization prob-
lems. Most importantly, our algorithm requires very
limited memory and does not need to perform numer-
ical operations other than simple algebraic manipula-
tions. In fact, there are only constant many operations
needed to determine every possible jump size. More-
over, parameter k, i.e. the number of jumps, may not
necessarily be determined in advance, and is allowed to
be even infinite. First, we present the algorithm and
analyze it. Then, in Section 6, we contrast it to the
Optimal k-Jump Algorithm (for certain values of k).

Closely examining the optimal solution for the 1-
Jump Algorithm in Section 3, we are tempted to choose
an alternative first jump step equal to β/2, which is a
good approximation to αβ . This choice is valid, as long
as the jump does not exceed 2π−β, and indeed for large
enough values of β, i.e. for β ≥ 4.041, as per Theorem 3,
the best choice for just one jump is 2π − β. Note that
changing the first jump from αβ to β/2 results to a new
threshold value 4

3π ≈ 4.188 after which the first jump
should become 2π−β. Interestingly, the pattern repeats
also in the optimal k-Jump Algorithms (see Section 6).

The previous observation suggests a natural heuristic
for k-Jump Algorithms. First, go to an arbitrary point
on the circle. While in some unknown position on the
fence, make a valid jump (i.e. no more than π, 2π − β)
equal to half of the unexplored fence, unless this value
exceeds 2π−β in which case the jump should be 2π−β.
Formally, the description of the heuristic follows if we
can determine the length of the chord-jump αi in every
i-th jump, and then invoke Algorithm 3.

Algorithm 4 Halving Heuristic jumps

1: explored← 0
2: temp← β−explored

2
3: if temp ≤ 2π − β then
4: αi ← temp
5: else
6: jump← 2π − β
7: explored← explored+ jump

Note that the calculations of jumps αi can be incor-
porated within Algorithm 3 and do not need to be com-
puted in advance. As the maximum number of jumps
can be part of the input, Algorithm 4 can be performed
only for k many landings within the fence (see Algo-
rithm 3), or as long as the the jump step does not drop
below a given threshold. Interestingly, the definition
of step sizes on the fly by Algorithm 4 even allows for
k = ∞. That would correspond to the theoretical case
that the robot makes an infinite number of jumps for
which all landings happen within the fence. Still, the
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time for the robot to reach the endpoint of the fence
would be finite (Zeno’s paradox).

The process above fully determines the jump step of
the t-th jump as a function of β, for every t = 1, . . . , k,
and for every k. In what follows we provide an analytic
description of these values so that we can analyze the
performance of the algorithm. The lemma below will
allow us to derive later a nicer closed formula for the
jump steps of the halving Algorithm.

Lemma 5 Let ht = 2π(t+1)
t+2 for t ≥ 1 and h0 = 0. For

any β ∈ (0, 2π), the value of the i-th jump in the Halving
Algorithm equals

αi =

{
jβ−(j−1)2π

2i−j+1 if β ≤ hi and β ∈ (hj−1, hj ]
2π − β if β > hi

We are now ready to present a closed formula for the
jump steps of the Halving Algorithm along with its per-
formance, as a function on the number of jumps.

Theorem 6 For any β ∈ (0, 2π), let ρβ :=

max
{

2β−2π
2π−β , 1

}
. The value of the i-th jump (i ≥ 1)

in the Halving Algorithm equals

αi =

{
2π − β if i < ρβ
2π−dρβe(2π−β)

2i−dρβe+1 otherwise

Proof. According to Lemma 5, β > hi is satisfied as
long as i < 2β−2π

2π−β . Hence, if i < ρβ we have αi = 2π−β.
For the same reason β ≤ hi if and only if i ≥ ρβ , so ρβ
is the smallest integer for which β ≤ hρβ , meaning that
β ∈ (hρβ−1, hρβ ]. Therefore, again by Lemma 5, we
set j = dρβe (and rearrange the terms) to derive the
promised formula. This proves Theorem 6. �

In Figure 4, we depict the behaviour of the decreasing
sequence αi (in i) as a function of β for a i = 1, 2, 3, 4, 5
and 6. Notably, for every k there is some threshold value
of β, after which αi = 2π − β for all i ≤ k.

0 1 2 3 4 5 6

0.5

1.0

1.5

2.0

Figure 4: The plot jumps α1 ≥ α2 ≥ . . . ≥ α6 of the
Halving Algorithm as a function of β.

Finally, we use the closed formula for the jump steps
to derive a closed formula for the cost of the Halving
k-Jump Algorithm. The main idea for the proof is to
show that the worst case for the algorithm is when all

k jumps fall within the fence, and that the performance
is strictly decreasing in k. This is what the next lemma
establishes.

Lemma 7 The Halving k−JumpAlgorithm incurs the
maximum possible cost when all jump landings (includ-
ing the basic one) fall within the fence.

We are ready to conclude with the cost of the Halving
k-Jump Algorithm.

Theorem 8 The cost of the Halving k-Jump Algorithm
is strictly decreasing with k and it equals

1 + 2π +
dρβe(2π − β)− 2π

2k−dρβe+1
+ 2(dρβe − 1) sin (β/2) +

2

k−dρβe∑

i=0

sin
(αdρβe

2i+1

)
,

where ρβ = max
{

2β−2π
2π−β , 1

}
and αdρβe = π− dρβe2 (2π−

β).

Proof. Using the terminology of Lemma 4, and by
Lemma 7, the cost of the Halving k-Jump Algorithm
equals

ckk+1 = 1 + 2π − β −
k∑

i=1

(αi − 2 sin (αi/2))

where the jump steps are as determined in Theorem 6.
From the expression above, it is immediate that the cost
is strictly increasing in k, as long as all jump steps are
positive. Next, we compute the summation in parts.
We have,

β +
k∑

i=1

αi

= β +

dρβe−1∑

i=1

αi +
k∑

i=dρβe
αi

= β + (dρβe − 1)(2π − β) +

k−dρβe∑

i=0

αdρβe
2i

= β + (dρβe − 1)(2π − β) + αdρβe

(
2− 1

2k−dρβe

)

= β + (dρβe − 1)(2π − β) +

(
π − dρβe

2
(2π − β)

)
·

(
2− 1

2k−dρβe

)

=
dρβe(2π − β)− 2π

2k−dρβe+1
.
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Finally,

k∑

i=1

sin (αi/2) =

dρβe−1∑

i=1

sin (αi/2) +
k∑

i=dρβe
sin (αi/2)

= (dρβe − 1) sin (β/2) +

k−dρβe∑

i=0

sin
(αdρβe

2i+1

)

Putting the two expression together gives the
promised cost. This proves Theorem 8. �

Figure 5 summarizes the cost of the Halving k-Jump
Algorithm for k = 1, 2, 3 and 4.

1 2 3 4 5 6

6.9

7.0

7.1

7.2

7.3

Figure 5: The performance of the Halving Algorithm for
1,2,3 and 4 jumps (decreasing in the number of jumps,
respectively) as a function of β.

6 Some Optimal k-Jump Algorithms & Comparison

It is apparent from Lemma 4 that choosing the optimal
jump steps α1, . . . , αk amounts to solving the involved
optimization problem minα1,...,αk maxt=1,...,k+1{ckt },
where αi ≤ min {π, 2π − β}. In this section, we con-
trast the choices and performance of the Halving k-
Jump Algorithm with the choices and performance of
the Optimal k-Jump Algorithm that was obtained us-
ing optimization software packages, for k ≤ 3 (except
from k = 1 whose formal analysis appears in Section 3).
Our findings are summarized in the figures below.

Figure 6: Performance comparison between the Optimal
2-Jump Algorithm and the Halving 2-Jump Algorithm,
as a function of β.
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0.5

1.0

1.5

2.0

Jump: Halving 1-Jump Alg

Jump: Optimal 1-Jump Alg

Figure 7: Comparison of jump choices between the Op-
timal 1-Jump Algorithm and the Halving 1-Jump Algo-
rithm, as a function of β.
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Figure 8: Performance comparison between the Optimal
1-Jump Algorithm and the Halving 1-Jump Algorithm,
as a function of β.

Figure 9: Comparison of the two jump choices between
the Optimal 2-Jump Algorithm and the Halving 2-Jump
Algorithm, as a function of β. The first jump of each
algorithm is always no smaller than the second one, and
eventually they all attain the value 2π − β.

Figure 10: Comparison of the three jump choices be-
tween the Optimal 3-Jump Algorithm and the Halving
3-Jump Algorithm, as a function of β. For both al-
gorithms, the first jump of each algorithm is always
no smaller than the second one, which is no smaller
than the third one. Eventually they all attain the value
2π − β.
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Figure 11: Performance comparison between the Op-
timal 3-Jump Algorithm and the Halving 3-Jump Al-
gorithm, as a function of β. Notably, performance is
nearly the same for all values of β > 5. The bigger dis-
crepancy is observed for values of β close to 4, for which
also the jump steps between the two algorithms exhibit
the larger gaps (see Figure 10).

For k = 1, 2, 3 we numerically compute the optimal
k-Jump Algorithm (note that for k = 1, the rigorous
analysis appears in Section 3). Then, we contrast the
performance of the optimal and of the Halving algo-
rithm (for the same number of jumps), as well as con-
trasting their corresponding jump steps. The numerical
calculations indicate that the choices of the Halving al-
gorithm are nearly optimal for a wide spectrum of β
(with the largest discrepancy for β ≈ γ). Interestingly,
for larger values of β, the choices of the Halving algo-
rithm are nearly optimal that also reflects on the cost
of the two algorithms which becomes nearly identical.
More importantly, experiments indicate that for large
values of β, the optimal choices for k jump steps is to
make all equal to 2π−β, which is also the choice of the
Halving algorithm.

7 Conclusion

In this paper we investigated a new search problem for a
mobile robot to find a stationary target placed at an un-
known location at distance 1, in the presence of a fence
placed on the perimeter of a unit disc. First we deter-
mined the optimal 1-Jump algorithm for the robot to
find the target. Then we provided a generic description
of k-Jump algorithms and analyzed their cost depending
on the jump landings. Subsequently, we analyzed the
Halving k-Jump algorithms, where k is the max num-
ber of jumps the robot makes so as to overcome the
fence and find the target. Several interesting questions
remain open, when e.g., there are multiple fences on
the perimeter of the disc, and the robot’s speed changes
when traversing a fence.
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On the Stability of Medial Axis of a Union of Disks in the Plane

David Letscher∗ Kyle Sykes†

Abstract

We show that the medial axis of union of disks in the
plane is stable provided that the topology is preserved
and every disk meets the boundary in a single arc. If
the second condition is removed, the medial axis is no
longer stable, but if pruned using any of four significance
measures (circumradius, erosion thickness, object angle
or potential residue) it remains stable.

1 Introduction

The medial axis of a shape has proven to be one of the
most useful tools in computational geometry. One of
its most important properties is that it represents the
full topology of the shape [5]. For most shape repre-
sentations there are no known algorithms to calculate
the medial axis exactly. The only context where it can
be calculated efficiently for sizable datasets is when the
shape is a union of balls [2]. Because of this, most prac-
tical algorithms that utilize the medial axis do so for
shapes represented as a finite union of balls.

For general shapes, it is well known that the medial
axis is unstable under small perturbations. One ap-
proach to stability has been to deal with subsets of the
medial axis, such as the λ-medial axis, which can be
shown to represent the topology of the shape and be
stable under small perturbations of the shape [4].

In this paper, we consider a different approach; we
restrict our family of shapes to be a union of disks in
the plane and study how the medial axis can change
when disks move and change size. The one restriction
that we will use thoughout is that the topology of the
shape will not be allowed to change.

First we will show that if we add the additional as-
sumption that each disk meets the boundary of the
shape in at most one arc then the medial axis is sta-
ble, i.e. the medial axis changes continuously in the
Hausdorff metric.

The second result applies to several significance mea-
sures on the medial axis. If we allow disks to change
their intersection patterns with the boundary but not

∗Department of Mathematics and Computer Science, Saint
Louis University, letscher@slu.edu. Research partially sup-
ported by NFS grant IIS-1319944.
†Department of Mathematics and Computer Science, Saint

Louis University, ksykes2@slu.edu. Research partially supported
by NFS grant CCF-1054779.

Figure 1: The medial axis of a union of disks. The sin-
gular points and vertices of the medial axis are marked.

the topology of the shape, the medial axis can change
substantially but the significance measures are still sta-
ble. This implies that is we were to truncate the medial
axis using these significance measures, similar to the
λ-medial axis, then the truncated medial axis change
continuously in the Hausdorff metric.

2 Medial Axis of a Union of Disks

Both Attali and Montanvert [3] and Amenta and Kol-
luri [2] have characterized the medial axis of a union
of balls. A simple modification of either yields the fol-
lowing characterization of the medial axis of a union
of disks in the plane. It utilizes the Voronoi diagram
of the singular points, the points of intersection of the
boundary of two or more disks. These points are pre-
cisely where the boundary of the union of disks fails to
be differentiable.

Lemma 1 Suppose that X ⊂ R2 is a union of disks that
is also a surface with boundary then the medial axis of
X is a graph where

• Vertices are either vertices of the Voronoi diagram
of the singular points of X or centers of disks with
two or more singular points on their boundaries.

• Edges between vertices connect two vertices and are
equidistant from two singular points with no closer
singular point.
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Definition 2 A union of disks, X ⊂ R2, is generic if

• The disks have positive radii and distinct centers.

• No three centers are co-linear.

• X is a manifold with boundary.

• No singular point lies on the boundary of three or
more disks.

• Any disks contained in X that has four or more
singular points on its boundary is one of the disks
comprising the union.

Otherwise, the union of disks is called degenerate.

For generic unions of disks, the vertices of its medial
axis are either centers of disks or Voronoi vertices with
exactly three adjacent edges. See Figure 1 for an exam-
ple.

3 Configurations of Unions of Disks

We will distinguish between the set of disks and the
shape their union forms. A single disk in R2 can be
represented as a tuple (x, y, r) storing the disk’s center
and radius (which is required to be non-negative). The
set of configurations of n disks in R2 will be denoted Cn
which is a subset of R3n. For a configuration α ∈ Cn,
we will denote the corresponding shape Xα ⊂ R2 as the
union of the disks specified by α.

Consider a path γ in Cn and the corresponding unions
of disks. As the disks move around and change sizes
there are two ways the medial axis can change. The
first is that singular points could appear or disappear.
The second is the Voronoi diagram of the singular points
changes. In the study of dynamic Voronoi diagrams, it
has been shown that if points move continuously in the
plane then the Voronoi diagram changes continuously in
the Hausdorff metric and it combinatorics change when
more than three points lie on a circle simultaneously [1].

Each possible change to the medial axis corresponds
to a particular degenerate configuration of the disks. We
will show that any path in the configuration space can
be infinitesimally perturbed to hit these degeneracies in
isolated points and only one at a time. By studying
what happens at each of these degeneracies we will be
able to understand the stability of the medial axis.

The degenerate configurations correspond to each of
the conditions in definition 2. Each can be described by
a set of polynomial constraints, shown below. Assume
that {(xi, yi)} are the centers of the disks and {ri} are
their radii. We will use (sj , tj) to represent the coordi-
nates of a singular point.

Zero radius disk Some fixed disk has zero radius.

ri = 0 for some i

Centers coinciding Two fixed disks have identical
centers.

(xi, yi) = (xj , yj) for some i 6= j

Co-linear centers Three of more centers of circles are
co-linear.

∣∣∣∣∣∣

xi yi 1
xj yj 1
xk yk 1

∣∣∣∣∣∣
= 1 for some distinct i, j, k

Co-tangent disks The boundaries of two specified
disks are tangent to each other.

(xi − xj)2 + (yi − yj)2 = (ri ± rj)2 for some i, j

Triple point A singular point is the intersection of
the boundary of three of the disks.

(xi − x)2 + (yi − x)2 = r2i ,∀i ∈ I

where |I| = 3 and (x, y) are the coordinates of the
triple point

Co-circular singular points There are four specified
singular points that lie on a circle that is not the
boundary of one of the disks in the configuration.

(xi − sj)2 + (yi − tj)2 = r2i

(x− sj)2 + (y − tj)2 = r2

Where each pair (i, j) determines which circles the
singular points lie on and (x, y) is the center of the
circle of radius r the singular points lie on

Since solutions to polynomial systems have zero mea-
sure you can immediately show the following.

Proposition 3 For any configuration α ∈ Cn and ε > 0
there exists a generic configuration β ∈ Cn such that
d(α, β) < ε.

The results in this paper utilize two main techniques.
The first, allows us to perform infinitesimal perturba-
tions of paths in the configuration space to ones that
are generic almost everywhere along their length. The
medial axis changes smoothly between these few degen-
erate configurations. By analyzing what happens to the
medial axis at each of these degeneracies we will be able
to see exactly how the medial axis can change and what
happens to several significance measures.

Proposition 4 For any path γ : [0, 1] → Cn with end-
points being generic configurations and ε > 0 there exists
a path γε[0, 1]→ Cn such that

• γε(0) = γ(0), γε(1) = γ(1)

• length(γε) < length(γ) + ε

• dH(γε, γ) < ε

• For all but finitely many values of t, γ(t) is a
generic configuration and at those values the con-
figuration has exactly one degeneracy.
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If we define Gn ⊂ Cn to be all configurations that have
at most one degeneracy, then the proposition implies
that

dGn(α, β) = dCn(α, β)

So instead of having to worry about configurations with
multiple degeneracy, we can assume that we only have
configurations that are either generic or have exactly
one degeneracy. The major steps in the proof are:

1. Perturb the path so that no disk has zero radius.

2. The set of configurations where two centers coincide
is a co-dimension 2 linear subspace of the configu-
ration space. Any path can be perturbed off of all
of these subspaces.

3. The configurations that do not satisfy the other
genericity conditions form an algebraic variety in
a possibly extended set of coordinates. It can be
shown that the singular points of these varieties
and the intersections of these varieties are all co-
dimension 2 or higher and can be avoided.

4. Finally, the path can be perturbed to intersect each
of the manifold regions of these varieties trans-
versely.

4 Changes to the Medial Axis at Degenerate Con-
figurations

Figure 2 shows the changes to the medial axis at
each type of degenerate configuration. The figures are
slightly before, at and slightly after the degenerate con-
figuration. Only configurations where the topology of
the union of disks is unchanged and where the medial
axis combinatorics are changed. At all other degenera-
cies the medial axis moves continuously.

The first of the three cases deals with co-tangent
disks. Notice that this tangency occurs with one disk
contained in another. If they were adjacent then either
the point would be in the interior of another disk or a
change in topology would occur. In the first case there
is not change in the combinatorics of the medial axis
and the second violates our assumptions. When one
disk is contained in another, immediately after the disk
emerges a new edge is created. This edge goes between
the centers of the two disks.

In the second case in the figure, a disk emerges from
the union of disks passing through a singular point in
the boundary. Similar to the previous case a new edge
appears instantaneously. The edge goes between the
center of an emerging disk and a newly formed Voronoi
vertex. In the degenerate configuration this Voronoi
vertex lies on a pre-existing edge that is adjacent to the
singular point the disk is passing through.

In the final case, the singular points change posi-
tions but do not appear or disappear. This case is cov-
ered in the literature on dynamic Voronoi diagrams [1].

Before Degenerate After

Figure 2: The changes in the medial axis for (a) cotan-
gent disks, (b) triples points and (c) four circular sin-
gular points. The relevant portion of the medial axis is
shown in blue. The red edges represent edges of the me-
dial axis that appear instantaneously after the moving
circle meets the boundary.

One edge of the medial axis collapses to a point and
a different edge emerges. Throughout this combinato-
rial change, the medial axis changes continuously in the
Hausdorff metric.

If we are willing to change the shape slightly, then
we can assume each hits the boundary in a single arc.
If this property is maintained through a perturbation
singular points never appear or disappear and the only
changes in the combinatorics of the medial axis are edges
shrinking to a point and the reverse. Away from these
changes in combinatorics, the disks, singular points and
vertices of the medial axis all move continuously. This
shows that, in the Hausdorff metric, the union of disks
change continuously.

Theorem 5 If B ⊂ Gn consists of configurations of
disks where every disk meets the boundary of the shape
in at most a single arc, then the medial axis of Xα varies
continuously in the Hausdorff metric as α varies con-
tinuously over configurations in B.

It is worth noting that the analogous result is not true
in 3-dimensions.

5 Stability of Significance Measures

We will examine several significance measures on the
medial axis. These are all real valued functions, with
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larger values corresponding to more significant regions.
These measures we study are circumradius, object an-
gle [9], potential residue [7] and erosion thickness [6, 8].
Note that the λ-medial axis uses circumradius as its sig-
nificance measure to prune the medial axis.

Consider a simply connected shape X ⊂ R2 and a
point x on the medial axisM . The significance measures
can be defined as follows:

Circumradius R(x) is the minimum radius of a disk in
X containing the two closest points on the bound-
ary to x.

Object angle OA(x) is the angle between the vectors
from x to the two closest points on ∂X to x.

Potential residue PR(x) is the distance on ∂X be-
tween the two closest points on ∂X to x.

Erosion thickness We choose a definition equivalent
to the one in [6], ET (x) is defined as

max{min{dM (x, l)+D(l), dM (x, l′)+D(l′)}−D(x)}

where dM (x, y) is distance measured on the medial
axis, D(x) = d(x, ∂X) and the maximum is taken
over all leaves l, l′ such that x is on the path be-
tween the two leaves.

As a shape is perturbed, we will show that each of
these significance measures changes continuously as the
vertices move. In particular, when new spurs are created
in the medial axis, see Figure 2, all of these significance
measures are zero on the newly created points. We will
adapt the Hausdorff metric to measure the differences
between functions with different domains.

Definition 6 Consider two sets X1, X2 ⊂ R2 and func-
tions fi : Xi → R, the extended Hausdorff distance
dEH((X1, f1), (X2, f2)) is defined as dH(Y1, Y2) where
Yi = {(x, fi(x)) | x ∈ Xi} ∪

(
R2 × {0}

)
.

Notice that two spaces are considered close in this
extended Hausdorff distance if every point has a small
function value or it is close to a point on the other set
that has a similar function value.

We can examine what happens to each of these signif-
icant measure as the union of disks changes under the
assumption that there is no change in the topology of
the union of disks. There are two ways an edge could
disappear: shrinking continuously to a point and disap-
pearing when two disks become cotangent. An edge ap-
pears in the reverse of either of these processes. See Fig-
ure 2 for examples. Consider a point x on one of these
edges that appear instantaneously. Immediately after
the edge appears, there are two singular points that are
closest to the edge. As you get closer to the time where
the edge appears, these singular points merge. In the
limit cirucumradius, object angle and potential residue
are all identically zero on the edge. Erosion thickness
is also zero on the edge at the time the edge appears

since the shortest path from any point on the edge to
the boundary goes through a leaf of the medial axis.

Away from these degenerate configurations the singu-
lar points and the medial axis all move continuously. It
is easily shown that all four significance measures also
change continuously with the changes in the shape. This
yields the following theorem.

Theorem 7 If f is either circumradius, object angle,
potential residue or erosion thickness then MA(Xα)
varies continuously as α moves continuously in Gn.

Corollary 8 For every t ≥ 0,

Mα,t = {x ∈MA(Xα) | f(x) ≥ t}

varies continuously in the Hausdorff metric as α moves
continuously in Gn.

This corollary implies that if you truncate the me-
dial axis using any of these significance measures then
it changes continuously as the union of disks are per-
turbed. An example of this is shown in Figure 3 using
erosion thickness. It is worth noting that for arbitrary
truncation values, only erosion thickness is known to
preserve topology. This corollary is already known for
sufficiently small thresholds for circumradius since in
this case Mα,t is the λ-medial axis.

Future Work

There are several natural extensions that are worth
considering. These include considering more general
shapes and extending to three dimensions. Another nice
project would be building kinetic data structure to effi-
ciently track the changes in the medial axis as the balls
move around.
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Abstract

Let B be a square region in the plane. We give an effi-
cient algorithm that takes a set P of n points from B,
and produces a set M ⊂ B with the property that the
distance to the second nearest point in M approximates
the distance to the kth nearest point of P . That is, there
are constants α, β ∈ R such that for all x ∈ B, we have
αdP,k(x) ≤ dM,2(x) ≤ βdP,k(x), where dM,2 and dP,k
denote the second nearest and kth nearest neighbor dis-
tance functions to M and P respectively. The algorithm
is based on Delaunay refinement. The output set M also
has the property that its Delaunay triangulation has a
lower bound on the size of the smallest angle. The pri-
mary application is in statistical density estimation and
robust geometric inference.

1 Robust Sizing Functions

Since the pioneering work of Chew [3] and Rup-
pert [9], Delaunay refinement has remained an impor-
tant approach to mesh generation (see for example the
book [2]). The algorithm: Starting from the Delau-
nay triangulation of the input points P (restricted to
a bounding box B), repeatedly add the circumcenter
of any triangle whose circumradius is more than a con-
stant times larger than the length if its shortest edge.1

Such a triangulation is said to have bounded radius-edge
ratio and will be referred to as a quality mesh and will
necessarily also have a lower bound on the size of the
smallest angle. Ruppert showed that not only does this
remarkably simple algorithm terminate, it produces a
point set that is asymptotically optimal in size [9].

The key to Ruppert’s analysis is the so-called feature
size function, which for a point set P is the distance to
the second nearest point of P , denoted dP,2 : R2 → R.
There is a constant γ such that output set M has the
property that

γdP,2 ≤ dM,2 ≤ dP,2.

The optimality of the approach comes from proof that
if M is the vertex set of a quality mesh containing P ,

∗This work was partially supported under grants CCF-1464379
and CCF-1525978.

1Ruppert’s analysis also works for more general inputs includ-
ing line segments as well.

then

|M | = Θ

(∫

x∈B

dx

dP,2(x)2

)
.

The preceding integral defines a measure, whose den-
sity is related to the second nearest neighbor density
estimator used in statistics. It is a useful feature of
Delaunay refinement that it reveals this function with-
out explicitly computing or estimating it. However, for
the convergence of such estimators, one must generally
choose k as a function of n = |P | so that k(n)/n → 0
and k(n)/log(n) → ∞ as n → ∞ [5]. So, for example,
taking k(n) =

√
n is reasonable and sufficient. Moti-

vated by this relationship between mesh generation and
density estimation, we address the following problem.

Problem 1 Given a set P in a bounding box B ⊂ R2,
find a quality mesh with vertex set M ⊂ B such that

αdP,k ≤ dM,2 ≤ βdP,k

for some constants α and β.

We show how to solve this problem using a variation of
Delaunay refinement.

2 Background

We will denote the Euclidean distance between points
a, b ∈ R2 as ‖a−b‖. For any set S ⊂ R2 and integer k ≥
1, define dS,k : R2 → R so that dS,k(x) is the distance to
the kth nearest point of S to x ∈ R2. Formally, letting(
S
k

)
denote the set of k element subsets of S,

dS,k(x) := min
U∈(Sk)

max
y∈U
‖x− y‖.

The distance from a point x ∈ R2 to a set S is dS,1(x)
and will be denoted dS(x).

We define the ball centered at a point x ∈ R2 with
radius r as

ball(x, r) := {y ∈ R2 | ‖x− y‖ ≤ r}.

The smallest ball centered at a point x ∈ R2 containing
k points in a set S will be denoted

ballx,Sk := ball(x,dS,k(x)).
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For a set S ⊂ R2 we will define a triangle with vertices
u, v, w ∈ S as the convex closure of the points u, v, w:

tu,v,w := {au+ bv + cw | a+ b+ c = 1, a, b, c ∈ R≥0}

The circumcenter of a triangle t = tu,v,w is the unique
point that is equidistant to each vertex u, v, w, and will
be denoted cc(t). This distance to each vertex u, v, w is
the circumradius of t, and will be denoted rad(t) so
that

rad(t) := ‖cc(t)− u‖ = ‖cc(t)− v‖ = ‖cc(t)− w‖

The circumcircle of t is the smallest ball containing the
points u, v, w, and will be denoted cball(t). Formally,

cball(t) := ball(cc(t), rad(t)).

2.1 Delaunay Triangulations and Voronoi Diagrams

Definition 1 For a set S ⊂ R2 the Delaunay trian-
gulation of S is the set of triangles t = tu,v,w such that
no point p ∈ S\{u, v, w} is contained in the circumcircle
of t and is denoted

DelS := {tu,v,w | cball(tu,v,w) ∩ S = {u, v, w}}

The set of Delaunay vertices of DelS is the set S itself.
The Voronoi cell of a point u ∈ S is the set of points

x ∈ R2 that are closer to u than any other point in S.

VorS(u) := {x ∈ R2 | dS(x) = ‖u− x‖}.

Definition 2 For a set S ⊂ R2 the Voronoi diagram
of S is the set of all Voronoi cells of the points in S and
is denoted

VorS := {VorS(u) | u ∈ S}.

For a set S ⊂ R2 the Voronoi diagram VorS is dual
to the Delaunay triangulation DelS . That is, Delau-
nay vertices u ∈ S correspond to Voronoi cells (faces)
VorS(u) and the Delaunay triangles t ∈ DelS corre-
spond to Voronoi vertices, defined to be the circum-
centers cc(t). The set of Voronoi vertices corresponding
to a point u ∈ S will be denoted

Vor0S(u) := {cc(tu,v,w) ∈ VorS(u) | tu,v,w ∈ DelS} .

The Voronoi edge corresponding to points u, v ∈ S is
the intersection of the Voronoi cells of u and v and will
be denoted

VorS(u, v) := VorS(u) ∩ VorS(v).

For any u, v ∈M such that VorS(u, v) 6= ∅ the Voronoi
edge VorS(u, v) corresponds to an edge of the Delaunay
triangulation, defined to be the convex closure of the
points u and v.

The outradius of a Voronoi cell VorS(u) is the radius
of the smallest ball centered at u containing Vor0S(u),
and will be denoted

R(u) := max
c∈Vor0S(u)

‖c− u‖

The outradius of u is the distance to the farthest
Voronoi vertex of VorS(u), denoted

farCorner(VorS(u)) := argmax
c∈Vor0S(u)

‖c− u‖.

Definition 3 The aspect ratio of a Voronoi cell
VorS(u) is the ratio of the distance to its farthest corner
to the distance to its nearest edge and is denoted

aspect(VorS(u)) :=
2R(u)

dS,2(u)
.

A set S ⊂ R2 is said to be τ-well spaced if

aspect(VorS(u)) ≤ τ

for all u ∈ S.

2.2 Periodic Point Sets

To avoid additional boundary conditions we will work
in a covering space of the flat torus, which can be
defined as T2 = R2/Z2 (see [1]). That is, we will restrict
ourselves to a bounding box B = [0, 1)2 and use copies
of a set S ⊂ B to simulate periodicity.

For any finite point set S ⊂ B we will define the
corresponding periodic point set as the set S + Z2

imbued with an equivalence relation so that x ∼ y if
there exists some a ∈ Z2 such that y = x + a. Noting
that s ∈ P for all s ∈ S we may therefore refer to the
set of periodic copies of s by the equivalence class

[s] :=
{
x ∈ S + Z2 | ∃a ∈ Z2 : x = s+ a

}
.

3 Algorithm

For a bounding box B = [0, 1)2 the following algorithm
will use periodic points x ∈ B + Z2 to denote equiva-
lence classes [x] of which x ∈ B are representative. The
use of periodic points is a technical requirement of the
algorithm in order to avoid additional points along the
edge of the bounding box. As our analysis does not de-
pend on the use of periodic points we will return to the
original sets in the following sections.

Algorithm 1 takes as input a finite point set P ⊂ B,
a set of initial mesh vertices M0 ⊂ B which we will take
as a set of points arranged along a square in B, and
constants τ ≥ 2, k ≥ 1. The algorithm constructs a
periodic set of mesh vertices M ⊂ B + Z2 satisfying

aspect(VorM (v)) ≤ τ
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for all v ∈M and

|VorM (v) ∩ P | < k, dP,k(cc(t)) > rad(t)

for all v ∈M , t ∈ DelM .

Figure 1: An application of the Clean procedure which
chooses a point v ∈M with aspect(VorM (v)) > τ (red
cell, top) and adds farCorner(VorM (v)) (red point,
bottom).

Algorithm 1 kNNRefine(P,M0, τ, k)

1: M0 ←M0 + Z2, P ← P + Z2, M ←M0

2: while there is a v ∈ M or t ∈ DelM such that
dP,k(cc(t)) ≤ rad(t) or |VorM (v) ∩ P | ≥ k do

3: M ← Break(M,P )
4: while ∃v ∈M with aspect(v) > τ do
5: M ← Clean(M, v)

6: procedure Break(M,P )
7: if ∃t ∈ DelM with dP,k(cc(t)) ≤ rad(t) then
8: M ←M ∪ {cc(t)}
9: else if ∃v ∈M with |VorM (v) ∩ P | ≥ k then

10: M ←M ∪ {farCorner(VorM (v))}
11: procedure Clean(M,v)
12: M ←M ∪ {farCorner(VorM (v))}

Figure 1 depicts an application of the Clean proce-
dure to a point v ∈M such that aspect(VorM (v)) > τ ,
resulting in the insertion of farCorner(VorM (v)).

Figure 2: An example of the Break procedure applied
to an instance with v ∈ M such that VorM (v) (red
cell, left) containts at least k = 4 points in P (blue
rings) initiating the insertion of farCorner(VorM (v))
(red point, right).

Figure 2 illustrates an application of the Break pro-
cedure to a Voronoi cell containing at least k = 4 points
in P , initiating the insertion its farthest corner. Sim-
ilarly, Figure 3 depicts an application of the Break
procedure to a configuration in which a Delaunay cir-
cumcircle contains at least k = 4 points in P , initiating
the insertion its circumcenter.

Figure 3: An example of the Break procedure applied
to an instance with t ∈ DelM such that cball(t) (red
disk, left) contains at least k = 4 points in P (blue rings)
initiating the insertion of cc(t) (red point, right).

Restricting ourselves to the bounding box B = [0, 1)2

the remainder of this section will provide upper and
lower bounds on the second nearest neighbor function
dM,2 in terms of the kth nearest neighbor function dP,k
in order to prove Theorem 6 stated below.

Theorem 6 (Main Theorem) Let P ⊂ B be a finite
point set and τ ≥ 2, k ≥ 1 be constants. Let M0 ⊂ B be
a set of initial mesh vertices.

If kNNRefine(P,M0, τ, k) terminates the resulting
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set of mesh vertices M is τ -well spaced,

|VorM (v) ∩ P | < k, dP,k(cc(t)) > rad(t)

for all v ∈M , t ∈ DelM , and

αdP,k ≤ dM,2 ≤ βdP,k

where α = τ−2
5τ−2 , β = 3−ϑτ

1−ϑτ and ϑτ =
√

1− 1
τ2 .

3.1 Lower Bound

We will first show that the second nearest neighbor func-
tion dM,2 to the output set M ⊂ B is not too small
compared to the kth-nearest neighbor function dP,k to
the input set P ⊂ B.

Let M0 ⊆ M be a set of input vertices and vi be
the ith circumcenter added to M . We define an order
relation ≺ on M such that for all i > 0

u0 ≺ vi−1 ≺ vi
where u0 ∈M0.

Definition 4 For a set M ⊂ B imbued with the order
relation ≺ the insertion radius of a v ∈ M is the
distance from v to its nearest predecessor and is denoted

λv := min
u≺v
‖u− v‖.

The insertion radius λvi of the ith vertex is the dis-
tance to the closest point in Mi ⊂ M where Mi =
{vj | 0 < j < i} is the ordered set of mesh vertices in
M before the point vi is added. Note that the insertion
radius of a point vi will be at most ‖vi − vj‖ for all
vj ∈Mi.

Lemma 1 shows that it suffices to bound the insertion
radius for each v ∈ M in order to bound dM,2 by dP,k
over M .

Lemma 1 Let K > 0 be a constant.
If dP,k(v) ≤ (K − 1)λv then

dP,k(v) ≤ KdM,2(v)

for all v ∈M .

Proof. Let v ∈M and u ∈M \ {v} be such that ‖u−
v‖ = dM,2(v). If u ≺ v then by assumption

dP,k(v) ≤ (K − 1)λv < Kλv

≤ K‖u− v‖ = KdM,2(v).

So, we may assume v ≺ u, which implies
λu ≤ ‖u − v‖ = dM,2(v). Thus,

dP,k(v) ≤ dP,k(u) + ‖u− v‖ [dP,k is Lipschitz]

≤ (K − 1)λu + ‖u− v‖ [dP,k(u) ≤ (K − 1)λu]

≤ KdM,2(v). [λu ≤ dM,2(v)]

�

We now apply Lemma 1 to the kth-nearest neighbor
function to provide a lower bound for dM,2 by induction
on the set of mesh vertices M produced by Algorithm 1.
We will set λu0 ≥ dP,k(u0) for all u0 ∈M0.

Lemma 2 Let M0 ⊂ B be a set of initial mesh ver-
tices such that dP,k(u0) ≤ λu0

for all u0 ∈ M0. For
constants τ ≥ 2, k ≥ 1 let M ⊂ B be a set of mesh
vertices imbued with the order relation ≺ resulting from
kNNRefine(P,M0, τ, k).

If M is τ -well spaced then for all v ∈M

dP,k(v) ≤ KdM,2(v)

where K = 2τ
τ−2 .

Proof. Lemma 1 implies that it suffices to show that
dP,k(v) ≤ (K − 1)λv for all v ∈ M . We will show this
by induction on the number of circumcenters added.

LetMi denote the set of mesh vertices inM before the
ith circumcenter is added. In the base case we require
dP,k(u0) ≤ λu0

for all u0 ∈ M0. It follows dP,k(u0) ≤
(K − 1)λu0 as K ≥ 2.

Assume inductively that dP,k(v) ≤ (K − 1)λv for all
v ∈Mi, and note that Lemma 1 implies

dP,k(v) ≤ KdMi,2(v)

for all v ∈Mi.
Let vi be the ith circumcenter added and let u ∈

Mi be the vertex whose Voronoi cell had poor quality,
initiating the insertion of vi. Letting w ∈ Mi be the
second nearest neighbor of u so that w 6= u and ‖u −
w‖ = dMi,2 we have

dP,k(vi) ≤ dP,k(u) + ‖u− vi‖ [dP,k is 1-Lipschitz]

≤ KdMi,2(u) + ‖u− vi‖ [Lemma 1 and hypothesis]

≤ K‖u− w‖+ ‖u− vi‖ [Definition of w]

≤ ‖u− vi‖
(
2K

τ
+ 1

) [
aspect(VorMi

(u)) > τ

]

≤ ‖u− vi‖(K − 1)
[
K =

2τ

τ − 2

]

≤ λvi(K − 1). [Definition of u]

As dP,k(v) ≤ (K−1)λv for all v ∈Mi by our inductive
hypothesis, Mi+1 = Mi∪{vi}, and dP,k(vi) ≤ λvi(K−1)
it follows that dP,k(v) ≤ (K − 1)λv for all v ∈ Mi+1.
It follows by induction that dP,k(v) ≤ (K − 1)λv for
all v ∈ M =

⋃
Mi by induction, and we may therefore

conclude
dP,k(p) ≤ KdM,2(p)

for all p ∈M by Lemma 1. �

Figure 4 illustrates the proof of Lemma 2, depicting
the Voronoi cell VorMi

(u) with bad aspect ratio in the
top figure, and the resulting Voronoi diagram VorMi+1

after the insertion of vi on the bottom. Note, the inser-
tion radius λvi = ‖vi−u‖ of vi satisfies minv≺vi ‖v−vi‖
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as the closest point to vi is the point u initiating its
insertion. This fact allows for the inductive proof of
Lemma 2 as for all i such that aspect(VorMi(u)) > τ
for some u ∈ Mi the ith mesh vertex added to M is
vi = farCorner(VorMi

(u)) and λvi = ‖vi − u‖.
Theorem 3 extends the bound on dM,2 over M pro-

vided by Lemma 2 to all points in B for τ -well spaced
sets M .

Figure 4: An illustration of Lemma 2 in which
aspect(VorMi

(u)) > τ in VorMi
(red cell, top) and the

insertion radius λvi of vi = farCorner(VorMi
(u)) is the

distance from u to vi (red point, bottom).

Theorem 3 Let P ⊂ B be a finite point set and let
M0 ⊂ B be a set of initial mesh vertices such that
dP,k(u0) ≤ λu0

for all u0 ∈ M0. For constants
τ ≥ 2, k ≥ 1 let M ⊂ B be a set of mesh ver-
tices imbued with the order relation ≺ resulting from
kNNRefine(P,M0, τ, k).

If M is τ -well spaced then for all x ∈ B

αdP,k(x) ≤ dM,2(x).

where α = τ−2
5τ−2 .

Proof. First note that because M is a ordered and
dP,k(u0) ≤ λu0 for all u0 ∈M0 Lemma 2 implies

dP,k(v) ≤ KdM,2(v)

for all v ∈M .
Let x ∈ B and v ∈ M be such that x ∈ VorM (v).

Because dM,2 and dP,k are 1-Lipschitz, it follows

dP,k(x)− ‖x− v‖ ≤ dP,k(v)

≤ K(dM,2(x) + ‖x− v‖),

therefore, because ‖x− v‖ ≤ dM,2(x) we have

dP,k(x) ≤ KdM,2(x) + ‖x− v‖(K + 1)

≤ dM,2(x)(2K + 1)

where K = 2τ
τ−2 , which implies αdP,k(x) ≤ dM,2(x) for

all x ∈ B. �

3.2 Upper Bound

We now must show that the second nearest neighbor
function to the mesh vertices M ⊂ B is not too large
compared with the kth-nearest neighbor function to the
input set P . We will first show that the distance from
any point x ∈ VorM (p) to two points in M is within a
constant factor of the distance from p to the circumcen-
ter cc(t) of some Delaunay triangle t ∈ DelM .

Lemma 4 Let M be a τ -well spaced such that
|VorM (v) ∩ P | < k for all v ∈ M and let β > 1 be
a constant. Let p ∈ M be such that x ∈ VorM (p) for
any x ∈ B.

If dP,k(x) < 1
βdM,2(x) then there exists a Delaunay

triangle t ∈ DelM with cc(t) ∈ Vor0M (p) such that

dM,2(x) ≤ β

β − 1
‖p− cc(t)‖.

Proof. Note that because |VorM (v) ∩ P | < k for all
v ∈ M we have that ballx,Pk 6⊂ VorM (v), and there
therefore must exist some q ∈ M such that ballx,Pk ∩
VorM (q) 6= ∅ and VorM (p, q) 6= ∅. It follows that there
exists some x′ ∈ VorM (p, q)∩ ballx,Pk with dM,2(x′) =
‖p− x′‖ = ‖q − x′‖ such that

dM,2(x) ≤ dM,2(x
′) + ‖x− x′‖ [dM,2 is 1-Lipschitz]

= ‖p− x′‖+ ‖x− x′‖ [‖p − x′‖ = dM,2(x
′
)]

≤ ‖p− x′‖+ dP,k(x) [‖x − x′‖ ≤ dP,k(x)]

≤ ‖p− x′‖+ 1

β
dM,2(x)

[
dP,k(x) <

1

β
dM,2(x)

]

Thus, dM,2(x) ≤ β
β−1‖p− x′‖.

Because the point x′ lies on the Voronoi boundary
VorM (p, q) there must exist some t ∈ DelM with cc(t) ∈
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Vor0M (p)∩Vor0M (q) such that ‖p−x′‖ ≤ ‖p−cc(t)‖. It
follows that

dM,2(x) ≤ β

β − 1
‖p− x′‖

≤ β

β − 1
‖p− cc(t)‖

�

Theorem 5 states that when Algorithm 1 terminates
dM,2 ≤ βdP,k. We will draw a contradiction, depicted
in Figure 5, in which there must be some Voronoi cell or
Delaunay circumcircle containing at least k points in P
whenever there exists some x ∈ B such that dP,k(x)
is within a constant factor less than dM,2(x), as in
Lemma 4.

Figure 5: An illustration of the contradiction drawn
in Theorem 5 (top) in which ballx,Pk (gray disk) is
contained in the circumcircle of t (red disk). In this
case, Algorithm 1 would not have terminated, as an-
other Break move could be performed (bottom).

Theorem 5 Let P ⊂ B be a finite point set and τ ≥ 2,
k ≥ 1 be constants. Let M ⊂ B be a τ -well spaced set
such that |VorM (v) ∩ P | < k for all v ∈M .

If dP,k(cc(t)) > rad(t) for all t ∈ DelM then

dM,2 ≤ βdP,k

for a constant

β =
3− ϑτ
1− ϑτ

where ϑτ =

√
1− 1

τ2
.

Proof. Suppose, for the sake of contradiction, there ex-
ists a point x ∈ B such that dP,k(x) < 1

βdM,2(x). Let-

ting p, q ∈M , t ∈ DelM , and x′ ∈ ballx,Pk∩VorM (p, q)
be such that x ∈ VorM (p) and cc(t) ∈ Vor0M (p) ∩
Vor0M (q) as in Lemma 4 we have

dM,2(x) ≤ β

β − 1
‖p− cc(t)‖.

To simplify notation we will set the point o = p−q
2

at the origin. Because the Delaunay edge of t contain-
ing the points p, q and the Voronoi edge VorM (p, q) are
orthogonal we can bound the distance from x′ to the
circumcenter of t by the Pythagorean Theorem as fol-
lows.

‖x′ − cc(t)‖2 ≤ ‖cc(t)− o‖2

≤ ‖p− cc(t)‖2 − ‖p− o‖2

≤
(
1− 1

τ2

)
‖p− cc(t)‖2.

[
‖p − cc(t)‖
‖p‖

≤ τ

]

Noting that rad(t) = ‖p − cc(t)‖ we can now prove
that there are at least k points in P is the circumcircle
of t.

dP,k(cc(t)) ≤ dP,k(x
′) + ‖x′ − cc(t)‖ [dP,k is 1-Lipschitz]

≤ dP,k(x
′) + ‖p− cc(t)‖ϑτ [‖x′ − cc(t)‖ ≤ ϑτ ]

≤ 2dP,k(x) + ‖p− cc(t)‖ϑτ [dP,k(x
′
) ≤ 2dP,k(x)]

<
2

β
dM,2(x) + ‖p− cc(t)‖ϑτ

[
dP,k(x) <

1

β
dM,2(x)

]

≤
(

2

β − 1
+ ϑτ

)
‖p− cc(t)‖ [Lemma 4]

≤ ‖p− cc(t)‖.
[
β ≥

3 − ϑτ
1 − ϑτ

]

It follows that dP,k(cc(t)) ≤ ‖p − cc(t)‖ = rad(t),
a contradiction, as we assumed dP,k(cc(t)) > rad(t)
for all t ∈ DelM . We may therefore conclude that if
M ⊂ B is τ -well spaced, |VorM (v) ∩ P | < k for all
v ∈M , and dP,k(cc(t)) > rad(t) for all t ∈ DelM , then
dM,2 ≤ β dP,k. �

3.3 Main Theorem

Our final Theorem 6 states that when Algorithm 1 ter-
minates the output set M is τ -well spaced with strictly
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less than k points from P in each Voronoi cell and De-
launay circumcircle. It will then follow from Theorems 3
and 5 that the second nearest neighbor distance func-
tion dM,2 defined on the bounding box B = [0, 1)2 is
bounded above and below by the kth-nearest neighbor
function of the input set P ⊂ B.

Theorem 6 (Main Theorem) Let P ⊂ B be a finite
point set and τ ≥ 2, k ≥ 1 be constants. Let M0 be a
set of initial mesh vertices with dP,k(u0) ≤ λu0 for all
u0 ∈M0.

When kNNRefine(P,M0, τ, k) terminates the result-
ing ordered set of mesh vertices M ⊂ B is τ -well spaced,

|VorM (v) ∩ P | < k, dP,k(cc(t)) > rad(t)

for all v ∈M , t ∈ DelM , and

αdP,k ≤ dM,2 ≤ βdP,k

where α = τ−2
5τ−2 , β = 3−ϑτ

1−ϑτ and ϑτ =
√

1− 1
τ2 .

Proof. First note that each v ∈ M , t ∈ DelM
must satisfy aspect(VorM (v)) ≤ τ in order for
each internal Clean loop to complete. That is, if
aspect(VorM (v)) > τ kNNRefine(P,M0, τ, k) will
not have terminated, as another Clean procedure can
be performed.

In order for each outer Break loop to complete we
must have that |VorM (v) ∩ P | < k and dP,k(cc(t)) >
rad(t) for each v ∈ M , t ∈ DelM . Otherwise,
kNNRefine(P,M0, τ, k) will not have terminated, as
an additional Break procedure can be performed.

So, we may assume aspect(VorM (v)) ≤ τ ,
|VorM (v) ∩ P | < k, and dP,k(cc(t)) > rad(t) for all
v ∈ M , t ∈ DelM . As M is an indexed set, dP,k(u0) ≤
λu0 for all u0 ∈ M0, and aspect(VorM (v)) ≤ τ for all
v ∈M it follows from Theorem 3 that

αdP,k ≤ dM,2.

Moreover, because |VorM (v) ∩ P | < k, and
dP,k(cc(t)) > rad(t) for all v ∈ M, t ∈ DelM it follows
from Theorem 5 that

dM,2 ≤ βdP,k.

We may therefore conclude that in order for Algo-
rithm 1 to terminate the set M of mesh vertices con-
structed by kNNRefine(P,M0, τ, k) must satisfy

αdP,k ≤ dM,2 ≤ βdP,k

for constants α = τ−2
5τ−2 and β = 3−ϑτ

1−ϑτ . �

4 Point Location

At the heart of any Delaunay refinement algorithm is
an incremental Delaunay triangulation algorithm, con-
structing the Delaunay triangulation one vertex at a
time. The standard approach in computational geom-
etry for bounding the running time is to use random-
ization, yielding the randomized incremental algorithm.
However, Delaunay refinement does not permit such ar-
bitrary reordering of the points, because the points to be
added are discovered in the course of running the algo-
rithm. Thus, the original Chew and Ruppert algorithms
could have O(n2) running times. This was improved
by Miller [6] and later by Hudson et al. [4] who de-
veloped the so-called Sparse Refinement approach with
their Sparse Voronoi Refinement (SVR) algorithm.

As the algorithm needs to know the number of in-
put points contained in every Voronoi cell as well as the
number of points contained in every Delaunay circum-
ball, we will maintain two different point location data
structures. The first is a 2-way mapping between points
of P and the Voronoi cells (points of M). The second
is a 2-way association between the points of P and the
Delaunay circumballs. For each local update to the De-
launay triangulation induced by a single insertion, some
Voronoi cells are affected as well as some circumballs.
The sparse refinement approach always maintains some
guarantee on the quality of the underlying triangulation.

We adopt the vocabulary used by Hudson et al. [4]
when describing the algorithm in terms of Break and
Clean moves. In fact, we will do a strict subset of the
operations that would usually be performed by SVR.
The difference is that in SVR, if any input point from P
has not yet been added, then the algorithm will con-
tinue, whereas our algorithm will halt early if every
Voronoi cell and every Delaunay circumball contains
fewer than k points. Thus, it follows immediately that
our algorithm will also achieve a running time (and out-
put size) of O(n log ∆). Here, ∆ denotes the spread of
the input defined as the ratio of the largest to smallest
pairwise distances. We only need to observe that count-
ing the points in a Voronoi cell or Delaunay cicumball
is not more expensive than iterating through the list of
these points which happens anyway each time a Voronoi
cell changes or a Delaunay circumball is created or de-
stroyed.

5 Conclusions and future work

We have shown how a simple modification of Delau-
nay refinement solves the kth nearest neighbor sampling
problem. Several interesting open problems remain.

1. Does the algorithm work in Rd for d > 2? We
believe the answer is yes.
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2. Is it possible to eliminate the dependence on log(∆)
as was done for Voronoi refinement of points [7, 8]?

3. Is the size of the sample we produce asymptotically
optimal? Specifically, we would like to extend the
optimality theory of Ruppert [9].
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NearptD: A Parallel Implementation of Exact Nearest Neighbor Search using
a Uniform Grid

David Hedin∗ W. Randolph Franklin†

Abstract

We present NearptD, a very fast parallel nearest neigh-
bor algorithm and implementation, which has processed
107 points in E6 and 184 · 106 points in E3. It uses 1/5
the space and as little as 1/100 the preprocessing time
FLANN (a well-known approximate nearest neighbor
program). Up to E4, its query time is also faster, by up
to a factor of 100. NearptD uses Nvidia Thrust and
CUDA in C++ to perform parallel preprocessing and
querying of large point cloud data. Nearest neighbor
searching is needed by many applications, such as col-
lision detection, computer vision or machine learning.
This implementation is an extension of the Nearpt3 al-
gorithm performed in parallel on the GPU for a variable
number of dimensions. NearptD shows that a uni-
form grid can outperform a kd-tree for preprocessing
and searching large datasets.

1 Introduction

Nearest neighbor searching is an operation performed
in many applications, in fields such as computer graph-
ics, computer vision, statistics and machine learning.
Nearest neighbor searching typically consists of prepro-
cessing the data into a search structure to reduce the
time needed for future queries on that dataset. A pop-
ular data structure for preprocessing spatial data is the
kd-tree[4]. Kd-trees cost Θ(NlogN) time to preprocess
N fixed points and an average Θ(logN) time per query.

NearptD uses a uniform grid[1], which stores the
fixed points in a flat search structure. This reduces the
time and space complexity of kd-trees. Because the uni-
form grid used by NearptD is not a hierarchical data
structure, the data can be preprocessed, with the appro-
priate choice of grid size, into a grid with a cost of Θ(N).
Because querying against the uniform grid does not in-
volve traversing a tree structure, NearptD can obtain
expected query times of Θ(1). It is possible for adver-
sarial input to increase query times to Θ(N), but these
inputs are not often found in real world datasets. Some
of our test datasets have very unevenly spaced data, but
NearptD still processed them quickly. These types of

∗Rensselaer Polytechnic Institute, david.hedin13@gmail.com
†Rensselaer Polytechnic Institute, mail@wrfranklin.org

input would still induce many levels in a hierarchical
data structure, which would slow them as well.

Exact nearest neighbor searching can be an expensive
operation. It often requires continuing to search after
one near neighbor has been found, to ensure that it is,
in fact, the nearest neighbor. One method to increase
the performance of many data structures is to perform
approximate nearest neighbor search instead of exact[6].
This reduces the time required to ensure the validity
of the output, only ensuring that it is ”good enough”
for the application. However, NearptD shows that it
can perform exact nearest neighbor searching and still
outperform approximate searching.

2 Related Work

This work is mainly based on Nearpt3[2], a nearest
neighbor search algorithm which uses a uniform grid
in 3 dimensions. NearptD extends Nearpt3 to allow
the flexibility of any number of dimensions to be used,
though practicality limits this to 6 dimensions.

A widely used nearest neighbor search library is
the Fast Library for Approximate Nearest Neighbors
(FLANN)[3], a part of the OpenCV library. FLANN
is an approximate nearest neighbor library that utilizes
kd-trees and k-means trees[5] to preprocess data into a
search tree. The Computational Geometry Algorithms
Library (CGAL)[7] also offers both approximate and ex-
act nearest neighbor searching using kd-trees.

3 Parallel Programming in Geometry

NearptD executes in parallel on Nvidia GPUs. Per-
haps 1/3 of all PCs have them, intended to acceler-
ate graphics. However, they can also be used for gen-
eral parallel programming. The low-level access is via
CUDA, a small set of extensions to C++ together with a
library. Higher level APIs like Thrust add more power-
ful tools like a functional language paradigm, at the cost
of less low-level control. GPUs provide so much com-
puting power that geometric algorithms that are not
parallelizable are quite possibly obsolete. The challenge
is that parallelizable algorithms require simple regular
data structures and algorithms.

For parallel programming, multicore CPUs present
an attractive alternative to GPUs. All modern pow-
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erful CPUs are multicore, even those in smart phones.
The two types of parallel hardware have different capa-
bilities. Thrust can also be compiled to use multicore
CPUs, so that many algorithms can use either.

4 Algorithm

4.1 Antepreprocess

As described later, the query step will spiral out from
the cell containing the query point. A table of cells,
called the spiral order table, containing the order in
which to spiral out, cell is computed before preprocess-
ing the data. The table is computed as follows.

1. Generate coordinates (x1, x2, . . . , xd) for all grid
cells such that 0 ≤ x1 ≤ x2 ≤ . . . ≤ xd ≤ R for
some R, calculated to ensure the total number of
cells will be less than 220.

2. Sort coordinates by
√
x12 + x22 + . . .+ xd2

3. For each cell, c, find its stop cell, whose closest point
to the origin is at least as close as the farthest point
in c.

This table does not depend on the data. It also con-
tains the stop cell, which says many more cells to query
after the first cell containing a fixed point is found. This
is to ensure the nearest neighbor is, in fact, found, be-
cause a later cell in the spiral order might contain a
closer point than the first point found. The spiral or-
der table’s size in the GPU memory depends only on
the dimensionality of the data, shown in Table 1. The
spiral order table can be computed by the programmer
while developing NearptD, and distributed in a file to
be read at run time.

Dimensions Memory
2 8MB
3 10MB
4 12MB
d (2d+ 4)MB

Table 1: GPU memory usage of cells array.

4.2 Preprocess

The uniform grid will contain G cells in each dimension,
for a total of Gd cells, where d is the dimensionality
of the data. G is called the grid’s resolution. Before
preprocessing the data, G must be determined. We use
G = Gr

d
√
Nf , where Nf is the number of fixed points,

and Gr is a scaling factor, usually 0.5 ≤ Gr ≤ 3, though
the ideal factor is another possible area of research. As
Gr varies, parts of NearptD run faster, and others
more slowly, so that the total time varies relatively little

even as Gr varies a factor of two away from its optimum.
However, larger values of Gr do increase the memory
footprint.

Next, three arrays are allocated, as follows.

1. cells, an array of size Nf , to contain pointers to the
points in each cell,

2. base, an array of size Gd + 1 for the indices of the
start of each cell within cells, so that the j-th point
of the i-th cell is point # cells[base[i]+j], and

3. index, a temporary array of size Nf allocated to
preprocess the points, and discarded afterwards.

Preprocessing the data into a uniform grid is done on
the GPU in parallel using these three arrays, as follows.

1. Store a sequence from 0 to Nf in index, to maintain
the initial order of the array.

2. Calculate the ID of the cell that each fixed point
belongs to, and store it in cells.

3. Sort cells and index based on the calculated IDs,
to group points together by cell.

4. Calculate the index of the start of each cell, and
store it in base.

5. Scan across each cell to calculate the number of
points in each cell, stored in cells.

6. Resort cells by the original index array, to restore
the original order of the points.

7. Transform the index array to contain the offset of
each point within its cell, calculated from the cells
and base arrays.

8. Fill cells with a sequence from 0 to Nf to keep
track of the order of the array.

9. Sort index and cells by the offset of each point.

10. cells now contains the index of each point, sorted
by their position in the grid.

If only the points’ coordinates are relevant, and not,
say, their location in some other data structure, then
cells could contain the points’ coordinates themselves
instead of pointers. In machine-level programming, this
is called immediate mode. The benefits are decreased
memory use and increased locality of memory reference.
On either CPUs or GPUs, that can reduce memory ac-
cess times by reducing cache misses.
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4.3 Query

There are three possible types of query that can be per-
formed for a given query point, q, denoted as the fast
case, the slow case, and the exhaustive case. A fast case
query is performed if c, the cell containing q, contains at
least one fixed point. If c is empty, a slow case query is
performed, spiraling out from c, checking if any nearby
cells contain fixed points for querying against. If the
slow case query fails, exhaustive querying is performed
to query against every fixed point.

This implementation supports querying many points
at once, which is performed in parallel on the GPU,
returning a list of the index of the closest fixed point
for each query point, as well as single point queries. In
more detail:

1. Calculate the number of fixed points in the cell con-
taining each query point.

2. For all queries that contain at least one fixed point
in their cell, perform a fast case query.

3. For all queries that don’t contain a fixed point in
their cell, perform a slow case query.

4. If the slow case query failed to find a fixed point,
perform an exhaustive query.

4.3.1 Fast Case Query

This query is only performed if there are fixed points in
c. Each point in the query cell is tested and the closest
fixed point, f , is found. It is possible, however, that a
neighboring cell could contain a point closer to q than
f , if, for instance, q was near a wall of c. So, calculate
the nearby cells that could contain a point closer than
f , and search them for the closest fixed point.

4.3.2 Slow Case Query

If c does not contain any points, the next step is to be-
gin searching around c for cells that may contain points.
This is done by using the spiral order table computed
in the antepreprocessing step to spiral out from c. For
each cell in the table, we derive other reflected and ro-
tated cells. For d dimensional data, there are up to
2dd! possible reflections and permutations, although if
some indices are zeros or repeated values, this number
can be smaller. These could be pre-computed in the
antepreprocessing stage, but this would require much
more fixed memory. If a fixed point is found in one of
these cells, we continue spiraling out until the stop cell
is reached, ensuring that the closest point is found.

4.3.3 Exhaustive Query

Exhaustive queries are the worst case query performed if
neither c nor any cells near c contain a fixed point. This

is very rare, not happening once in any of the real 3D
datasets that we tested. However, an adversarial query
could generate such a case. We exhaustively query by
linearly searching all the fixed points, in parallel on the
GPU.

5 Performance

All tests were run on an Intel i7-5820k with 32 GB of
DDR4 memory and a Nvidia GTX 980Ti with 6GB of
GDDR5 memory.

NearptD was implemented using Thrust 1.8.2 in
C++ with CUDA 7.5, compiled using nvcc and clang++
3.5 with level 3 optimization. (Thrust is an efficient API
on top of C++ and CUDA that adds a functional pro-
gramming paradigm.) For uniform datasets, a Gr = 0.5
was used, and for all other datasets Gr = 1.0.

Nearpt3 was compiled using clang++ 3.5 with level
3 optimization, using the same scheme to choose Gr as
NearptD.

FLANN was compiled using clang++ 3.5 with level 3
optimization, preprocessing the data into a kd-tree with
default parameters and performing a KNN search with
default search parameters and k = 1.

The following datasets were used as real world com-
parisons of NearptD, Nearpt3 and FLANN in 3 di-
mensions. We are grateful to these projects for kindly
making this data available.

• uniXXX : A uniformly and independently dis-
tributed set of 104 to 108 random points.

• bunny (Nf = 35, 947): Stanford University Com-
puter Graphics Laboratory[9].

• hand (Nf = 327, 323): Clemson’s Stereolithogra-
phy Archive, via Georgia Tech[10].

• dragon (Nf = 437, 645): Brian Curless, via Stan-
ford and Georgia Tech.

• bone6 (Nf = 569, 636): The Visible Human
Project, and William E. Lorensen, via Georgia
Tech.

• blade (Nf = 882, 954): Visualization Toolkit
(VTK), via Georgia Tech.

• powerplant (Nf = 5, 423, 053): The complete pow-
erplant from the University of North Carolina’s
UNC Chapel Hill Walkthru Project[11].

• david (Nf = 28, 168, 109), and

• stmatthew (Nf = 184, 098, 599): The Stanford Dig-
ital Michelangelo Project Archive[8].
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Figure 1: Time to preprocess fixed points into a search
structure, not including I/O.

NearptD has some fixed costs independent of data
size, mainly the antepreprocessing step to create the
cell search order necessary for slow case queries, as well
as overhead to run tasks on the GPU. For this reason,
smaller datasets can take longer than existing programs,
but on larger datasets, this cost is negligible. NearptD
exhibits an order of magnitude speedup over Nearpt3 on
larger datasets, and two orders of magnitude speedup
vs FLANN. Figure 1 shows that NearptD becomes
faster than both FLANN and Nearpt3 for preprocess-
ing datasets of at least 106 points, with an order of
magnitude speedup as the number of points increases.

Arguably the antepreprocessing costs should not be
included any more than the compilation costs, since
both are incurred only once, not once per dataset.
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Figure 2: Per point time to preprocess fixed points into
a search structure, not including I/O.

Figure 2 compares the time per point for each pro-
gram to preprocess the fixed points into their respective
search structures, and we see that NearptD benefits

from its parallelism more on larger datasets. FLANN
averages roughly 753ns per fixed point, and Nearpt3
averages around 95ns per fixed point. NearptD can
take up to 2.5µs per fixed point for smaller datasets, but
preprocesses stmatthew in just 3.5ns per fixed point.
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Figure 3: Time to complete 104 queries sampled from
the fixed distribution.

To compare query times, each dataset had 104 points
sampled from it to use as query points, with the rest
preprocessed into a search structure. Figure 3 shows
that as the number of fixed points increases, NearptD
becomes faster than either existing program. For small
datasets, it does not demonstrate any speedup, likely
due to the GPU overheads necessary to compute these
queries. Even for extremely adversarial data, such as
the powerplant dataset (the large spike in Figure 3 at 5
million points), where 98% of fixed points are contained
within one cell, NearptD still performs just well as
FLANN. These results used an unoptimized grid res-
olution, however, and doubling the grid resolution re-
duces query time by 3 times, although it increases the
memory usage.

The powerplant dataset is important because it dis-
proves the notion that an adaptive dataset like the kd-
tree will process uneven data better than the uniform
grid. All three programs become significantly slower
when querying such an adversarial dataset, and the end
result is that NearptD and FLANN have about the
same query time here, with NearptD being a little
faster.

There are two reasons. On such uneven data, the kd-
tree has many levels and more of its cells are empty.
These cells are allocated on the memory heap, whose
time cost is superlinear (the more objects on the heap,
the more time that allocating and freeing each object
costs). Each query has to walk down the deep tree. In
contrast, with the uniform grid, empty cells are almost
free to allocate, since only the complete grid is allocated,
and that in one step. Querying a grid with mostly empty
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cells is cheaper, the only unknown is how far we need
to spiral out.
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Figure 4: Time to complete queries on 108 fixed points
vs number of queries.

Figure 4 shows the speedup NearptD has as the
number of query points increases, with 108 fixed points.
FLANN and Nearpt3 take 28.9µs and 1.4µs per query
point, respectively, while NearptD takes 1.0µs per
query on small numbers of queries and 0.15µs per query
on larger numbers of queries.
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Figure 5: Time to preprocess fixed points into a search
structure for varying number of dimensions. The dark-
est line is 6 dimensional data, with lighter colors indi-
cating lower dimensions, down to 2.

For preprocessing fixed points, NearptD exhibits
over two orders of magnitude speedup vs FLANN, even
for higher dimensional data, as shown in Figure 5. At
5 and 6 dimensions, the 108 dataset did not fit into the
GPU memory, so it is not shown. Preprocessing points
into a uniform grid is largely independent of the dimen-
sionality of the data, for both FLANN and NearptD.

Concerning the limited size of the GPU’s memory:

There will always be datasets too big to fit into the
available memory. However, that occurs less often than
is generally realized. Later in 2016, Nvidia GPUs with
32GB of memory are expected to become available. In
addition, the bandwidth between the GPU and the CPU
is increasing, so that the cost of the GPU accessing the
CPU memory is shrinking. Indeed, one problem with
our research into designing parallel algorithms on GPUs
today, to process the large datasets expected in the fu-
ture, is finding large real test datasets today.
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Figure 6: Time to perform queries on 107 fixed points
for varying number of dimensions. The darkest line is
6 dimensional data, with lighter colors indicating lower
dimensions, down to 2.

Figure 6 shows the time to perform queries against
107 fixed points for dimensions 2 to 6. NearptD ex-
hibits an order of magnitude slowdown in query time
for each extra dimension. While NearptD is signifi-
cantly faster than FLANN in 2 to 4 dimensions, it per-
forms worse as dimensionality increases. Query times
for FLANN are completely independent of the dimen-
sionality of the data.

6 Space Complexity

Nf Fixed NearptD Nearpt3 FLANN
1M 5.7 115.9/137.7 36.9 263.8

10M 57.2 173.3/225.6 156.8 2594.1
100M 572.2 682.4/2223.6 1358.4 25897.6

Table 2: Comparison of total memory footprint of dif-
ferent programs, in MB, as well as the size of the fixed
points. NearptD values are given as CPU/GPU mem-
ory usage.

Besides speed, another benefit of a uniform grid is
the relatively small memory footprint to maintain the
search structure. As the number of fixed points grows,
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almost the entirety of host memory used by NearptD
is dedicated to simply holding the fixed points. The uni-
form grid is constructed entirely on the GPU, as well as
a copy of the fixed points. FLANN requires an order of
magnitude more memory to hold the kd-tree in memory,
almost exceeding the amount of host memory available
in the largest test case.

7 Future Work

The main limiting factor for the data size NearptD
can handle is the memory of the GPU. While the largest
real world dataset, stmatthew, fits into the 6GB of mem-
ory on the test machine, higher dimensions can reduce
the effective maximum size of the data that can be pro-
cessed on the GPU. Although GPU memory is con-
stantly increasing, modifying the NearptD algorithm
to preprocess the data in chunks that could fit into GPU
memory would allow for arbitrarily large datasets to
be processed, especially in higher dimensions. Another
possible solution would be to utilize Unified Memory in
CUDA along with Thrust to process datasets too big to
fit into GPU memory, but this could lead to lower per-
formance with the high cost of moving large amounts of
data between the CPU and GPU. Extending NearptD
to utilize multiple GPUs could also help in processing
large datasets.

If the Thrust library implements C++11 variadic tem-
plates for tuples, NearptD could be refactored to use
variadic templates, which would remove the need for
template specialization. This could reduce the compila-
tion time and make the code more straightforward.

NearptD could also be extended to a k nearest
neighbor search by simply extending the query scheme
to continue searching until the k nearest neighbors are
found. For fast case queries where the cell contains at
least k fixed points, this does not increase the running
time in any significant manner. If a cell is empty or
contains less than k points, a slow case queries could be
performed until k fixed points are found, falling back on
exhaustive querying only when necessary.

8 Conclusion

This paper presented NearptD as an improvement on
more common nearest neighbor libraries that utilize kd-
trees to preprocess data. The uniform grid used by
NearptD has lower time and space complexity com-
pared to traditional kd-trees and by utilizing the GPU,
NearptD exhibits an order of magnitude speedup for
larger datasets over existing libraries for both prepro-
cessing and querying. On a dataset with over 184 mil-
lion points, each point can be preprocessed into a search
structure in just 3.5ns. When performing 10 million
queries on 100 million points, queries completed in an

average of 0.15µs. NearptD shows that a non hierar-
chical search structure can enable exact nearest neigh-
bor searching to outperform even approximate searching
using kd-trees.

The broader lesson from NearptD is that, counter-
intuively, simple data structures work better to process
large datasets in parallel. An implementation of this
code is freely available for nonprofit research and edu-
cation at github.com/Lucky1313/NearptD.
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Realizing Farthest-Point Voronoi Diagrams

Therese Biedl ∗ Carsten Grimm †‡ Leonidas Palios § Jonathan Shewchuk ¶ Sander Verdonschot ‖

Abstract

The farthest-point Voronoi diagram of a set of n sites
is a tree with n leaves. We investigate whether arbi-
trary trees can be realized as farthest-point Voronoi di-
agrams. Given an abstract ordered tree T with n leaves
and prescribed edge lengths, we produce a set of n sites
S in O(n) time such that the farthest-point Voronoi dia-
gram of S represents T . We generalize this algorithm to
smooth, strictly convex, symmetric distance functions.
Lastly, given a subdivision Z of Rk with k a small con-
stant, we check in linear time whether Z realizes a k-
dimensional farthest-point Voronoi diagram.

1 Background

In 1999, Liotta and Meijer posed the following question:
Given a tree T , can one draw T in the plane so that the
resulting embedding is the Voronoi diagram of some set
of sites in the plane? They consider the ordered model :
The tree T is given as an abstract ordered tree, i.e., as
a set of vertices, a set of edges, and a cyclic order of the
of the edges incident to each vertex. We are searching
for a set of sites S such that the vertices and edges of
the Voronoi diagram of S form an embedding of T that
respects the cyclic order of the edges around each vertex
in T . Liotta and Meijer showed that every ordered tree
can be realized as a Voronoi diagram [7, 8].

Quite related to this is the Inverse Voronoi Problem,
which asks the question in the geometric model. Here we
are given a tree (or more generally a graph) and also a
drawing of it, i.e., coordinates for all interior nodes and
rays to infinity for all edges to leaves. We are searching
for a set of sites S such that the Voronoi diagram of
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S is exactly this tree with this drawing. The problem
was introduced by Ash and Bolker [4] and the question
can be answered in linear time [6], even if the tree has
vertices of degree exceeding three [5].

A number of variants have been studied. Aloupis et
al. [3] posed an extension-version of the Inverse Voronoi
Problem. Other papers study the straight skeleton,
rather than the Voronoi diagram. Aichholzer et al. re-
solved this for the ordered model [2], and (with different
coauthors) for the ordered model where edge directions
are given [1]. The Inverse Straight Skeleton Problem
was resolved by Biedl et al. [5].

Our results. We ask whether trees can be realized by
yet another computational geometry construct, namely,
the farthest-point Voronoi diagram (defined below). We
consider both models and obtain the following results.

Ordered Model: Similarly as in [3, 8], for the ordered
model the answer is always “yes”. Thus for any given
ordered tree T , we can find a set of sites S in convex
position such that the farthest-point Voronoi diagram of
S is T , with the edges in the specified order. In contrast
to related results, we can also realize edge lengths, i.e.,
if each interior edge e is assigned a positive weight w(e),
then we can find sites so that e has length w(e).

We give the construction first for the “normal” (Eu-
clidean) farthest-point Voronoi diagram, and then gen-
eralize it to any convex distance function for which the
unit circle is smooth and strictly convex.

Geometric Model: Similarly as in [5, 6], for the geo-
metric model not every geometric tree can be realized.
Nonetheless, one can test in polynomial time whether
for a given geometric tree T there exists a set of points
whose farthest-point Voronoi diagram is T . If so, then
the set of sites is not always unique, but it can be de-
scribed as the solution space of a linear program.

We describe this result for arbitrary fixed dimension.
For a given convex subdivision Z of Rk with n cells, we
formulate a linear program with k variables that tests
whether there exists a set of n sites whose farthest-point
Voronoi diagram realizes Z. This linear program can be
solved in linear time if k is a small constant [10].

2 Preliminaries

Let S be a set of sites and let p be a point in the plane.
Let FS(p) be the smallest disc centered at p that con-

48



28th Canadian Conference on Computational Geometry, 2016

tains all sites in S; we call this the full disc of p with
respect to S. For a set S of sites, the farthest-point
Voronoi diagram of S, denoted by fVor(S), is defined as
follows: A point p is a vertex of fVor(S) if and only if
FS(p) passes through three or more sites in S. A point
p is located in the relative interior of an edge of fVor(S)
if and only if FS(p) passes through exactly two sites in
S. fVor(S) divides the plane into convex cells, and one
easily verifies that each cell consists of all points that
are farthest from one site s. We say that site s is rel-
evant if there is a point in the plane for which s is a
farthest point, and proper if there is a point for which
s is the unique farthest point. (For strictly convex dis-
tance functions “relevant” and “proper” are the same
thing; see Section 4.2 for more details.)

The structure of the farthest-point Voronoi diagram
is closely related to the convex hull CH(S) of S: (i) A
site s ∈ S is proper if and only if s is an extreme point
of S. (ii) Two sites s and s′ are adjacent along CH(S)
if and only if the farthest-point Voronoi cells of s and s′

share an unbounded edge (ray or line). (iii) The circular
order of the sites along CH(S) is the circular order of
the farthest-point Voronoi cells in fVor(S).

3 Ordered Trees

Consider the farthest-point Voronoi diagram fVor(S) of
a set S of sites in the plane. We introduce symbolic ver-
tices as endpoints for the unbounded edges of fVor(S).
We say that fVor(S) is a realization of an ordered tree
T if T is isomorphic to the abstract ordered tree formed
by the Voronoi vertices, the symbolic vertices and the
Voronoi edges of fVor(S). In the following, we con-
sider only ordered trees without degree two vertices,
since there are no degree two vertices in a farthest-point
Voronoi diagram.

(a)

s

s′

region of s

region of s′

(b)

Figure 1: (a) An ordered tree T ; (b) a realization of T
as a farthest-point Voronoi diagram. Empty squares are
leaves; also symbolic endpoints of unbounded edges.

Given an ordered tree T , we seek to determine a set
S of sites in the plane such that fVor(S) realizes T . We
proceed in an incremental fashion where we place sites
to create the internal vertices of T one by one.

Realizing a star. We begin with an ordered tree T1
with one internal node v of degree `. We realize T1 by
placing ` sites s1, s2, . . . , s` on a unit circle C centered
at the origin. The origin becomes the Voronoi vertex
that we identify with v.

Any subsequent site s has to be placed at a location
that is safe for the current sites S in the following sense:
Every vertex in the diagram for S remains a vertex in
the diagram for S ∪ {s} and every bounded edge in the
diagram for S remains a bounded edge in the diagram
for S ∪ {s}. It is acceptable for a safe site to increase
the degree of a vertex of the diagram. After the initial
step, every point s strictly inside C is safe.1

On the other hand, any subsequent site s must be
proper. Any site outside the convex hull CH(S) is
proper.1 Thus, all additional sites will be placed in the
lunes that remain when we remove CH({s1, . . . , s`})
from the disc bounded by C.

(a) (b)

Figure 2: (a) An ordered tree with one internal vertex;
(b) a realization of that ordered tree as a farthest-point
Voronoi diagram. All subsequent sites will be placed in
the lunes (shaded blue).

Realizing larger trees. Suppose we can realize every
ordered tree with k ≥ 1 internal vertices as farthest-
point Voronoi diagram, for some k ∈ N. Consider an
ordered tree Tk+1 with k + 1 internal vertices. There is
an internal vertex v in Tk+1 that becomes a leaf when all
leaves adjacent to v are deleted. Let Tk be the tree that
results from deleting the leaves adjacent to v. Since Tk
is an ordered tree with k internal vertices, we can find
a set S of sites such that fVor(S) is a realization of Tk.
We seek to place additional sites such that the resulting
farthest-point Voronoi diagram realizes Tk+1.

Vertex v is a leaf in Tk, hence corresponds to a sym-
bolic endpoint in fVor(S) that lies on a ray r. Let u
be the internal vertex at which r ends (hence u is the
neighbor of v in Tk). Ray r separates the regions of two

1In the appendix, we provide full proofs for the claim for
smooth, strictly convex, symmetric distance functions.
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u u

v

p

FS(u) \ CH(S) A(p, s, s′)

Figure 3: Extending the realization of an ordered tree.

sites s and s′, so by the definition of fVor(S), for every
point p ∈ r the full disc FS(p) goes through s and s′

and contains all other sites in its interior.

We want to place sites such that we create a Voronoi
vertex at some point p on ray r (and then assign this
point to v). To create a Voronoi vertex at p, we have
to place a new site s′′ on the boundary of FS(p). To
make its region appear between the ones of s and s′, we
should place s′′ on the (shorter) circular arc A(p, s, s′)
from s to s′ along FS(p). If v is adjacent to ` leaves in
Tk+1 (` > 1 since we have no vertices of degree 2), then
we should place `− 1 new sites along A(p, s, s′).

Observe that the choice of p is arbitrary, as long as
it is on the ray. We can therefore choose the distance
between u and p (the future location of v) and real-
ize any specified edge length of (u, v). To summarize,
we can realize every ordered tree T as a farthest-point
Voronoi diagram by placing the sites for some vertex
of T on a circle and then repeatedly expanding the re-
sulting farthest-point Voronoi diagram by placing the
next vertex on the appropriate ray and sites for it on
the corresponding arc. We place n sites for an ordered
tree with n leaves. The entire construction takes O(n)
time, since computing the coordinates of each site takes
constant time in the real RAM model of computation.

Theorem 1 For every ordered tree T with n ≥ 2 leaves,
without vertices of degree two, and with edge lengths for
edges connecting non-leaves, we can find a set S of n
sites in O(n) time such that the farthest-point Voronoi
diagram of S is a realization of T where every bounded
edge in fVor(S) has a prescribed length.

4 Other Distance Functions

Voronoi diagrams and farthest-point Voronoi diagrams
can naturally be generalized to a wider class of distance
functions defined as follows: a distance function d is
specified by giving its unit circle Cd, i.e., all those points
considered to have distance one from the origin. We
assume throughout that d is convex and symmetric, i.e.,

Cd is a closed curve that bounds a convex shape that
has 2-fold rotational symmetry about the origin.

To measure distances, we use homothets of Cd, i.e.,
scaled and translated copies. We call such a homothet
a d-disc and say that it is centered at p if the origin was
translated to p. Given a set S of sites, let the full d-disc
FdS(p) be the smallest d-disc centered at p that encloses
all sites of S. The d-farthest-point Voronoi diagram of a
set S of sites, denoted by fVord(S), is defined as before
by letting p be a vertex (resp. interior point of an edge)
if and only if FdS(p) contains three (resp. two) sites.2

We briefly argue that this indeed expresses “farthest”
correctly. For two points p and q, the distance d(p, q)
(with respect to the distance function defined by Cd)
is defined to be the smallest scaling factor at which a
d-disc centered at p touches q. Since d is symmetric,
we have d(p, q) = d(q, p). In particular, a site s ∈ S
is farthest from the point p if s is on the boundary of
FdS(p). If p is a point on an edge of fVord(S), then by
definition there are two sites s, s′ on FdS(p). Thus p is
equidistant from s, s′ and all other sites are no farther.
Hence any edge of fVord(S) bounds a region where all
points have the same farthest point. See Figure 4.

4.1 Smooth Strictly Convex Symmetric Distances

We call a distance function d strictly convex if the
boundary of Cd contains no line segments, and smooth if
every point on the boundary of Cd has a unique tangent.
We now show that we can realize arbitrary ordered trees
as d-farthest-point Voronoi diagram for any smooth and
strictly convex symmetric distance function d.

s3

s4

v1,2,3

s2

s1
v3,4,5

v1,3,5

FS(v3,4,5)

s5

Figure 4: A d-farthest-point Voronoi diagram.

The approach is the same as for the Euclidean case,
with the only change that we use Cd, rather than geo-
metric circles, to define arcs to place sites on. Thus, for
a tree T1 with a single interior node v with ` incident
leaves, place ` sites on the unit circle Cd. The origin
becomes the Voronoi vertex that we identify with v.

2For non-symmetric convex distances, the full d-disc is a mir-
rored homothet of Cd and the correspondence to vertices and
edges of the diagram no longer holds [9].
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To create sites for a tree Tk+1 with k + 1 interior
nodes, find one node v that is adjacent to only one other
interior node u, and remove all incident leaves of v. Re-
cursively find sites for the resulting tree Tk. Find the
unbounded edge r from u on which the symbolic end-
point for v resides, and pick an arbitrary point p on
it. Find the full d-disc FdS(p); this contains the two
sites s, s′ whose farthest regions meet at edge r on their
boundaries. Turn p into a vertex of the d-farthest-point
Voronoi diagram by placing sites at the shorter arc of
FdS(p), placing `− 1 sites if v was incident to ` leaves.

It remains to argue that this is correct, i.e., that all
newly placed sites are safe and proper. In a nutshell,
this holds because they are strictly inside FdS(u) and
strictly outside CH(S). We give a proof in the appendix.

Theorem 2 Let d be a smooth and strictly convex sym-
metric distance function. For every ordered tree T with
n ≥ 2 leaves, without vertices of degree two, and with
edge lengths for edges connecting non-leaves, we can find
a set S of n sites in O(n) time such that the d-farthest-
point Voronoi diagram of S is a realization of T where
every bounded edge has its prescribed length.

4.2 Polygonal Convex Symmetric Distances

We now illustrate some of the challenges that arise when
our distance function is not smooth or not strictly con-
vex. Unlike for strictly convex distances, the d-bisector
of two sites s and s′ (i.e., the set of all points that are
equidistant from s and s′ with respect to d) is not nec-
essarily homeomorphic to a line, and indeed, may be
a 2-dimensional region. Ma [9] shows that this occurs
precisely when the line segment ss′ is parallel to a line
segment on the boundary of the unit circle Cd that de-
fined d. This limits our ability to realize ordered trees as
d-farthest-point Voronoi diagrams when d is polygonal,
i.e., Cd is a k-sided convex polygon.

Theorem 3 Let d be a convex distance function defined
by a polygon with k edges and let T be a tree with more
than k leaves. There is no set of sites S such that the
d-farthest-point Voronoi diagram of S realizes T .

Proof. For every edge e of the unit circle Cd, at most
one site can be extreme in the direction normal to e.
More precisely, for any half-plane h ⊃ S whose bound-
ing line ` is parallel to e, there is at most one site on
`—otherwise fVord(S) is not a tree. So if fVord(S) is
a tree, then at most k sites in S have nonempty cells,
hence the tree has at most k leaves. Therefore, we can-
not realize trees with more than k leaves. �

For example, for the L1-distance and the L∞-
distance, the unit circle Cd is a 4-sided polygon, so
no tree with more than four leaves can be realized as
farthest-point Voronoi diagrams under these distances.

s
s′

region of s′

bisector of
s and s′

Cd
s′′

region of s′′

Figure 5: If some portion of Cd (red) is a line segment,
two sites on that line segment (e.g., s, s′) can have a
two-dimensional bisector (grey region). The general-
ized convex hull H(S) (green) may strictly include the
convex hull (dashed). Here, the site s is a vertex of the
(ordinary) convex hull but s is not proper: removing s
leaves the generalized convex hull unchanged.

A second problem with distance functions that are
not strictly convex is that not all extreme points of the
convex hull are proper; for example point s in Figure 5
is an extreme point of CH(S) but any point p for which
s is farthest also has s′ as farthest point.

However, we can prove a similar relationship. Let
H(S) be the intersection of all d-discs that contain
S. We refer to H(S) as the generalized convex hull
of S. We call a site s an extreme point of H(S) if
H(S) 6= H(S \ {s}). We give in the appendix the fol-
lowing characterization:

Lemma 4 A site s in S is proper if and only if s is an
extreme point of the generalized convex hull H(S).

We may attempt to follow the steps of the algorithm
from the Euclidean setting, in the hope of always find-
ing proper sites. We now show that this can fail. As
before define v, u, r, s, s′ in the expansion step. Presume
we are in a situation where FdS(u) contains s, s′ on adja-
cent straight-line edges. Then the generalized hull H(S)
coincides with FdS(u) on the stretch between s and s′.
Thus, the region where we placed sites for strictly con-
vex distances is empty, giving no suitable, safe, proper
candidates. Put differently, we cannot longer realize or-
dered trees in the carefree online fashion we use for the
Euclidean distance. Rather, we need to know the or-
dered tree in advance and we need to decide a priori
which site will occupy which edge of Cd. We conjecture
that with a judicious choice, we can realize every tree
with at most k leaves if Cd is a k-sided polygon, but this
remains an open problem. Without giving details, we
note that all ordered trees can be realized by any con-
vex symmetric distance function for which Cd is strictly
convex and smooth in at least one region, by placing all
initial sites and later additions only within that part of
Cd.
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5 Geometric Trees

In this section, we study how to test whether a speci-
fied geometric tree is a farthest-point Voronoi diagram
in the Euclidean metric. We are given a tree with a fixed
drawing in the plane, with the leaves at infinity. Rein-
terpreting this, we are given a subdivision of the plane
into cells, and we ask whether there exists a set of sites
whose farthest-point Voronoi diagram comprises these
cells. An affirmative answer is possible only if every cell
of the subdivision is convex and unbounded.

Our approach generalizes to arbitrary dimension k, so
assume that we are given a convex subdivision Z of Rk,
where each cell in Z is a convex, unbounded polyhedron.
We wish to determine whether Z is the farthest-point
Voronoi diagram of some set S of sites. Each cell in
Z has some number of (k − 1)-dimensional facets (e.g.,
edges if k = 2), and we assume that for each such facet
f we know a unit normal vector nf . Thus, for each facet
f , its affine hull has the form {p : 〈nf , p〉 = αf}, where
αf is a suitable scalar. Let fστ denote a facet whose
incident cells are σ and τ , where nf is directed from τ
into σ and thus σ is the cell whose interior points have
a positive signed distance from fστ (i.e., 〈nf , p〉 ≥ αf
for all points p ∈ σ.)

Suppose Z can be realized as farthest-point Voronoi
diagram. In this realization each cell σ is assigned a site
ρ(σ) such that the points in σ are exactly those points
for which ρ(σ) is the farthest site. We will describe any
(putative) realization as such a function ρ(σ).

The following result holds for realizations of farthest-
point Voronoi diagrams in arbitrary dimension (and also
for ordinary Voronoi diagrams [5]).

Lemma 5 (bisector condition) Let ρ be a realiza-
tion of Z. For every facet fστ in Z, the affine hull
of fστ must be the bisector of ρ(σ) and ρ(τ).

Hence, given ρ(σ) we can compute ρ(τ) by reflecting
ρ(σ) about f , i.e., ρ(τ) = ρ(σ) − 2(〈nf , ρ(σ)〉 − αf )nf .
As this is an affine equation in ρ(σ), it can be expressed
in the matrix form

[
ρ(τ)

1

]
= Rστ

[
ρ(σ)

1

]

where Rστ is a (k+1)×(k+1) matrix determined solely
by the normal vector and scalar of the face fστ . Thus
we have a system of k + 1 equations for each facet of
Z. Let τ̄ denote the vector [ρ(τ) 1]

T
, so the equation

becomes τ̄ = Rστ σ̄.
We need a second condition. In the ordinary Voronoi

diagram, a site must lie inside the cell of points for which
it is the nearest site. For the farthest-point Voronoi dia-
gram, we need a condition that is essentially the inverse.

Lemma 6 (outside condition) Let ρ be a realization
of a subdivision Z. For every facet f incident to a cell

σ, the affine hull H of f has the cell σ on one side and
the site ρ(σ) on the other.

Proof. Say the facet is f = fστ . According to the
bisector condition, ρ(σ) and ρ(τ) are on opposite sides
of H, and every point on the same side of H as ρ(σ) is
closer to ρ(σ) than it is to ρ(τ). No point p ∈ σ can
lie on the same side of H as ρ(σ), as p’s farthest site
cannot be ρ(σ). �

We express the outside condition as the two inequal-
ities

〈nστ , ρ(σ)〉 ≤ αστ ≤ 〈nστ , ρ(τ)〉,
where, as before, nστ is a unit vector normal to fστ such
that 〈nστ , p〉 ≥ αστ for all points p ∈ σ and 〈nστ , p〉 ≤
αστ for all points p ∈ τ . Crucial to our testing routine
is the following.

Theorem 7 Let Z be a convex subdivision of Rk. Let
S = ρ(·) be an assignment of sites to cells in Z. Then
Z is the farthest-point Voronoi diagram of S if and only
if the bisector condition and the outside condition holds
for every facet of Z.

Proof. Necessity has been shown already. Suppose for
the sake of contradiction that the two conditions hold,
yet Z is not the farthest-point Voronoi diagram of S.
Then there exists some cell σ of Z containing an interior
point p for which the farthest site in S is not ρ(σ) but
instead some other site ρ(τ) assigned to a cell τ .

Shoot a ray from the interior of τ toward p, and let
fτω be the first facet (breaking ties arbitrarily) of τ that
the ray strikes. The ray strikes fτω before reaching p,
as p is in the interior of a cell other than τ ; therefore,
p is on ω’s side of the affine hull of fτω. By the outside
condition therefore p is not on ρ(ω)’s side of the affine
hull of fτω. As fτω bisects ρ(ω) and ρ(τ) by the bisector
condition, therefore p is closer to ρ(τ) than to ρ(ω),
contradicting the fact that ρ(τ) is the site in S that is
farthest from p. The result follows. �

Theorem 7 implies that we can answer the question
by finding a set S of sites that satisfy all the bisector
conditions and outside conditions—one of the former
and two of the latter for each facet of Z—or by showing
that no such set of sites exists. As the bisector con-
ditions are linear equations and the outside conditions
are linear inequalities, the question reduces to finding a
feasible point of a linear program.

For efficiency, we recommend reducing the linear pro-
gram to k variables prior to solution by performing sub-
stitutions of the bisector conditions. We achieve this
with a propagation procedure that exploits the dual
graph of the convex subdivision Z, as Biedl et al. [5]
do for the ordinary Voronoi diagram. Form the dual
graph G of Z: G’s vertices correspond to the k-cells of
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Z and G’s edges correspond to Z’s facets. Choose a
distinguished k-cell σ in Z (hence a distinguished node
in the graph). The variables in our system are the co-
ordinates of the putative site ρ(σ), hence the first k
entries of vector σ̄. Perform a depth-first search of G,
during which we express the coordinates of every other
site as a linear combination of σ̄’s coordinates by com-
posing reflections of the form τ̄ = Rωτ ω̄. Composing
these reflections is simply matrix multiplication; thus
we obtain a linear relationship of the form τ̄ = R′στ σ̄
for every cell τ , even those that do not share a facet
with σ. (R′στ = Rστ if (σ, τ) is an edge of G.)

Next, consider the edges of G that the depth-first
search did not traverse. Each such edge (ω, τ) corre-
sponds to a facet of Z that introduces an additional
reflection equation of the form ω̄ = Rτω τ̄ , which hence
becomes another linear equality constraint imposed on
σ̄: R′σωσ̄ = RτωR

′
στ σ̄. However, these constraints are

often redundant or trivial (i.e., σ̄ = σ̄). We can stack
these linear equations (k + 1 equations per untraversed
edge) in the form of a matrix equation Mσ̄ = b, where
M has k + 1 columns and O(mk) rows, and m is the
number of facets in Z. This linear system hence defines
an affine subspace Λ of vectors σ̄ that are compatible
with the bisector condition. Typically Λ is a single point
or empty, but it could have dimension as high as k.

The outside condition imposes another system of
O(mk) linear inequalities, two per facet. If Λ is a sin-
gle point, it is now a simple matter to check whether it
satisfies all these inequalities. If Λ is a larger subspace,
we restrict the inequalities to the subspace Λ and solve
the consequent linear program. Any feasible point can
be used for σ̄ (hence gives the site ρ(v)), and we can
compute the other sites by applying the reflection equa-
tions. The solution space may have dimension up to k,
as Figure 6 illustrates. If Λ = ∅ or the linear program
is infeasible, Z is not a farthest-point Voronoi diagram
of any set of sites.

Suppose Z has n cells and m facets in k dimensions.
It takes O(nk3) time to compute the propagation matri-
ces R′στ (accounting for fewer than n multiplications of
(k+1)×(k+1) matrices); O(mk3) time to compute the
remaining equations and inequalities due to the bisec-
tor and outside conditions; and O(f(k)(n+m)) time to
solve the linear program where f(·) is a function (typi-
cally exponential) [10]. As the size of the input subdi-
vision Z is Ω(m+n), the total running time is linear in
the input size if the dimension k is a small constant.

Theorem 8 Given a convex subdivision Z of Rk, where
k is a small constant, we can test in linear time whether
there exists a set of sites whose farthest-point Voronoi
diagram is Z.

2×

Figure 6: A farthest-point Voronoi diagram (thick
edges) and three sets of sites (discs, circles, crosses) that
realize it. Once one site is fixed in the open gray cell G,
the others follow by reflection at the bisectors (thick or
dashed). Sites on the boundary of G (e.g., the square)
yield sites that coincide, and sites outside G generate
sites that violate the outside condition.
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A Smooth Strictly-Convex Distance Functions

Recall that the distance function d is given by specifying
its unit circle Cd, a d-disc is a homothet of Cd, and the
radius of a d-disc D is the scaling factor used to obtain
D from Cd. In this section, we show in detail that if
Cd is strictly convex and smooth, then our algorithm
to find sites whose farthest-point Voronoi diagram re-
alizes a given ordered tree T works correctly. There
are two things that must be shown: every added site
s is d-proper (there exists a point p for which s is the
unique farthest site) and d-safe (all previously placed
sites remain d-proper).

A.1 Proper Sites

Recall that an extreme point of the convex hull CH(S)
is a site s ∈ S such that CH(S \{s}) is a strict subset of
CH(S). Equivalently, a site s ∈ S is an extreme point
of S if there exists a half-space ` that has all points in
S \ {s} in its interior and s in its exterior.

Theorem 9 Let S be a set of sites in the plane and let
d be a smooth strictly convex distance function.

1. A site s is d-proper if and only if s is an extreme
point of the convex hull of S.

2. The regions of two sites si and sj share an un-
bounded edge if and only if si and sj are consecutive
extreme points of the convex hull of S.

3. The d-proper sites appear in the same order along
the convex hull of S as their corresponding regions
in the d-farthest-point Voronoi diagram.

Proof. To show the first claim, suppose the site s is
d-proper. Then there is a point p such that FdS(p) has
only the site s on its boundary. Since Cd is convex, the
convex hull CH(S) is contained in FdS(p). Since Cd is
strictly convex, CH(S) intersects FdS(p) only in point s.
Hence, CH(S\{s}) is strictly inside FdS(p), which proves
that CH(S \ {s}) ⊂ CH(S) and, thus, the site s is an
extreme point of the convex hull CH(S).

Conversely, suppose s is an extreme point of CH(S),
say half-space ` separates s from the rest of S. Since Cd
is smooth, there exist two points on Cd whose tangent
has the same slope as the affine hull of `. By scaling Cd
sufficiently much, we can hence find a homothet D of Cd
that in the vicinity of one of these points is arbitrarily
close to `. Hence D contains S \ {s} and not s. Scaling
D while keeping its center then yields a d-disc with only
s on its boundary, proving that the region of s is non-
empty.

The proof of (2) and (3) is very similar to part (1)
after observing that (si, sj) is an edge of the convex hull
if and only if there exists a half-space ` that contains
all points in S \ {si, sj} in its interior and si, sj in its

exterior. With this we can find an unbounded region of
points whose farthest site is either si or sj , and therefore
there must be an unbounded edge separating their two
regions. �

As we will see below, we always choose the next site(s)
to be outside the convex hull of the current sites. As
such, all sites that we choose will be d-proper.

A.2 Properties of Homothets

Before proving safety, we need some basic observations
about homothets of a strictly convex smooth Cd.

Theorem 10 (Ma [9]) Let D and D′ be two different
homothets of a compact convex set Cd. Then the bound-
aries of D and D′ intersect in at most two points, or in
a point and a line segment, or in two line segments.

Corollary 11 Let D and D′ be two different homothets
of a strictly convex smooth compact set Cd. Then the
boundaries of D and D′ intersect at most two points.

Proof. The claim follows from Theorem 10, since the
boundary of a homothet of a strictly convex compact set
does not contain any line segments, by definition. �

We say that two curves C,C ′ truly intersect at some
point p if they have p in common, and any sufficiently
small circle centered at p intersects the curves in four
points and in order C,C ′, C, C ′.

Lemma 12 Let D and D′ be two different homothets of
a strictly convex smooth compact set Cd. If the bound-
aries of D and D′ intersect in two points a, b, then they
truly intersect at both a and b.

Proof. We consider the situation near a. Since D and
D′ are smooth, there are unique tangents ta and t′a at
a for D and for D′, respectively. We argue that these
tangents have different slopes.

Since Cd is strictly convex, the slope of the tangent
determines the point on Cd uniquely, up to reflection
through the center-point, and the line from this point
to the center-point has the same slope regardless of how
we scale or translate Cd. Thus, the line from a to the
center-point p of D has the same slope as the line from
a to the center-point p′ of D′, so p, a, p′ are all on one
line.

Repeating the argument at b, we see that p, b, p′ (and
therefore also a) are all on one line. But then D and D′

must have the same scale-factor (else they could not
both contain both a and b), and therefore the same
center-point, and so are the same homothet. Contra-
diction, so ta and t′a have different slopes. Since D and
D′ are smooth, their boundary locally follows the lines
along ta and t′a, which means that they truly intersect
at a. �
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Finally we need a rather technical observation, which
will be crucial for defining the “lunes” which are used
for placing sites safely.

Lemma 13 (Inside-Outside Lemma) Let a and b
two points in the plane and let h and h̄ be the half-
planes bounded by the line through a and b. Consider
two d-discs D and D′ such that

(a) the centers of D and D′ both lie in h,

(b) the radius of D′ is larger than the radius of D, and

(c) the boundaries of D and D′ intersect at a and b.

Then we have the following.

(1) Within the half-plane h, the d-disc D′ contains D,
i.e., h ∩D ⊂ h ∩D′.

(2) Within the half-plane h̄, the d-disc D contains D′,
i.e., h̄ ∩D′ ⊂ h̄ ∩D.

a b

p′

p

D

D′

ρ

D′′

Figure 7: Two d-discs D (blue) and D′ (red) that have
their centers p and p′ on the same side as the line
through their two intersection points a and b. The ray
ρ from p through p′ first hits D, then ρ hits a copy D′′

of D centered at p′ (dotted, blue), and finally ρ hits D′.

Proof. Let p be the center of D and p′ the center of D′.
Consider the ray ρ that shoots from p through p′. We
argue that ρ hits D strictly before D′.

As illustrated in Figure 7, we place a copy D′′ of D
centered at p′. The ray ρ hits D before D′′, since D′′ is
a copy of D translated from p to p′. Furthermore, the
ray ρ hits D′′ strictly before D′, since D′ is a strictly
larger copy of D′′ with the same center. This means
that the ray ρ hits the boundary of D strictly before
the boundary of D′. Since D and D′ are strictly convex
and homothetic, the boundaries of D and D′ cannot
have any intersection other than a and b. Therefore,
within the half-space h, the boundary of D lies in the
interior of D′, i.e., h ∩D ⊂ h ∩D′. This proves (1).

To show (2), observe that since the boundaries of D
and D′ intersect in two points, at both points we have
true intersections. Due to (1), we enter D as we traverse
the boundary of D′ from h to h̄ through a (or through
b). Since the boundaries of D and D′ intersect only at
a and b, we know that, within h̄, the boundary of D′

lies in the interior of D, i.e., h̄ ∩D′ ⊂ h̄ ∩D. �

A.3 Lunes and Safe Sites

Let us assume that the sites are numbered s1, s2, . . . , sn
in an arbitrary manner. Let vi,j,k be the point equidis-
tant to sites si, sj , and sk; and let ei,j be the edge (if
any) on the bisector of sites si and sj . Suppose p is a
point along an unbounded edge ei,j defined by the sites
si and sj , and we want to place a new site s on the
d-arc Ad(p, si, sj) to create a new vertex at some point
p. Define the d-lune Luned(si, sj) to be the union of all
d-arcs Ad(p, si, sj) such that p is an interior point of ray
r. Figure 8 depicts an example of a d-lune.

s3

s4

s2

s1
v3,4,5

p

s

s5

Figure 8: The d-lune Luned(s3, s4) for the sites from
Figure 4 together with its defining edge e3,4. A new
site s in this d-lune creates a new vertex at p along e3,4,
where p is the center of the d-disc through s3, s4, and
s.

Lemma 14 For any two consecutive vertices si, sj on
CH(S), if vi,j,k is the finite end of edge ei,j, then any

point in Luned(si, sj) belongs to FdS(vi,j,k) \ CH(S).

Proof. Consider FdS(p) for some point p on ei,j . By
definition of a full circle it contains all sites in S,
so CH(S) ⊂ FdS(p) since Cd is convex. Therefore
A(p, si, sj) is outside CH(S). On the other hand, both
p and vi,j,k are within one half-plane h defined by the
line through si, sj (since ei,j consists of those points
for which these are the farthest sites). By the Inside-
Outside lemma therefore A(p, si, sj) (which is outside

h) therefore is within FdS(vi,j,k) ∩ h. �

So as promised previously, all newly placed sites are
outside the convex hull of preexisting sites, and so are
proper. Now we are ready to prove safety.
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Lemma 15 (Safety Lemma) For any two consec-
utive vertices si, sj on CH(S), every new site in
Luned(si, sj) is safe.

Proof. Let s be be a new site for S that is contained
in Luned(si, sj). Let ei,j be the unbounded edge where
the regions of si and sj meet, and let vi,j,k be the vertex
where ei,j ends. By the definition of Luned(si, sj), the

new site s is contained in the full d-disc FdS(vi,j,k) that
passes through si and sj . Thus, s is safe for vi,j,k.

Consider a vertex vi,k,l that is connected to vi,j,k by
the edge ei,k. We argue that Luned(si, sj)—and, there-

fore, the new site s—is contained in FdS(p) for any point
p ∈ ei,k, i.e., the new site s is safe for ei,k and vi,k,l.

Let hs be the half-plane containing s that is bounded
by the line through si and sk. We apply Lemma 13 in
two ways, depending on whether p lies in hs or not.

p

s
v1,3,5

`3,5

v3,4,5

s4

s2

s1
s3

s5

Figure 9: An example for the case p /∈ hs from the proof
of Lemma 15 with i = 3, j = 4, k = 5, and l = 1.

Suppose p /∈ hs, as illustrated in Figure 9. We ap-
proach si and sk when we walk from vi,j,k along ei,k to-

wards vi,k,l. Therefore, FdS(vi,j,k) is larger than FdS(p).

Since p, vi,j,k /∈ hs, Lemma 13 implies hs ∩ FdS(vi,k,l) ⊂
hs∩FdS(p). We know s ∈ Luned(si, sj) = hs∩FdS(vi,k,l).

Therefore, s ∈ hs ∩ FdS(p), and, thus, s is safe for p.
Suppose p ∈ hs, as illustrated in Figure 10. Then

there is a point w along ei,k that intersects `i,k, since
vi,j,k /∈ hs. We move away from si and sk when we

walk from w along ei,k to vi,k,l. Therefore, FdS(p) is

larger than FdS(w). Since p, w ∈ hs, Lemma 13 implies
hs ∩ FdS(w) ⊂ hs ∩ FdS(p). We know from the previous
case, when p /∈ hs, that s ∈ hs ∩ FdS(w). Therefore,
s ∈ hs ∩ FdS(p) and, thus, the new site s is safe for p.

In summary, if s ∈ Luned(si, sj) is safe for vi,j,k then
s is safe for all edges incident to vi,j,k, except for the
unbounded edge ei,j . We can repeat the above argu-
ment for all neighbors of vi,j,k and their neighbors and
so forth. In this fashion, the safety of s propagates to
all vertices and all bounded edges of the d-farthest-point
Voronoi diagram of S.3 Therefore s is safe for S. �

3In fact, the safety of s extends to all unbounded edges other

v3,4,5

s

`3,5
s4

s2

s1

v1,3,5

s3

s5

w

Figure 10: An example for the case p ∈ hs from the
proof of Lemma 15 with i = 3, j = 4, k = 5, and l = 1.

B Polygonal Distance Functions: Proof of Lemma 4

Proof. Suppose s is a proper site in S. Then there
is a point p such that FdS(p) has only the site s on its
boundary. All other sites of S are in the interior of
FdS(p) by definition of full disc. Scaling FdS(p) down
while staying centered at p gives another homothet D of
Cd; note that D ⊂ FdS(p) since d is convex. If we shrink
little enough then D hence contains all of S \{s}, but it
does not contain s. Therefore, H(S \{s}) ⊆ D does not
contain s. By definition, s is an extreme point of H(S).

Conversely, suppose s is an extreme point of H(S).
That means there is a homothet D of Cd that contains
S \{s} and that does not contain s. Let p be the center
of D. Suppose we grow D until we arrive at a d-disc D′

centered at p with s on the boundary. We have D ⊂ D′,
since both D and D′ are convex and symmetric to p.
Hence, D′ is a d-disc centered at p that contains S and
has only the site s on its boundary. This means s is the
only d-farthest point from p, i.e. s is a proper site. �

than ei,j in the diagram for S, as well.
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Recognition of Triangulation Duals of Simple Polygons With and Without
Holes

Martin Derka∗ Alejandro López-Ortiz∗ Daniela Maftuleac∗

Abstract

We investigate the problem of determining if a given
graph corresponds to the dual of a triangulation of a
simple polygon. This is a graph recognition problem,
where in our particular case we wish to recognize a
graph which corresponds to the dual of a triangulation
of a simple polygon with or without holes and interior
points. We show that the difficulty of this problem de-
pends critically on the amount of information given and
we give a sharp boundary between the various tractable
and intractable versions of the problem.

1 Introduction

Triangulating a polygon is a common preprocessing step
for polygon exploration algorithms [10] among many
other applications (see [7]). The exploration of the poly-
gon is thus reduced to a traversal of the triangulation,
which is equivalent to a vertex tour of the dual graph of
the triangulation. In the study of lower bounds for such
a setting, the question often arises if a given constructed
graph is or is not the dual of a triangulation of an actual
polygonal region (with or without holes) [10]. Thus, the
recognition of a graph class is a well established prob-
lem of theoretical interest and given the importance of
triangulations likely to be of use in the future. More
formally, given a graph, does it represent a triangula-
tion dual of a simple polygon? There are three aspects
of this problem: the geometric problem, the topological
problem and the combinatorial problem1. In the geo-
metric problem, we are given a precise embedding of the
graph. In the topological problem, we are given a topo-
logical embedding (also called “face embedding”). In
the combinatorial problem, we are given the adjacency
matrix only. Furthermore, the problem can be stated
in both the decision version when the task is to recog-
nize the graph of a triangulation, and the constructive
version when the task is to realize the corresponding
triangulation. For some graph classes, recognition may
be easier than realization.

∗University of Waterloo. The first author was supported by
Vanier CGS. The authors would like to thank T. Biedl for valuable
suggestions and discussion.

1In [14], Sugihara and Hiroshima call “the topological embed-
ding problem” what we call “the combinatorial problem” here.
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Table 1: Summary of results.

Some specialized versions of this problem were stud-
ied in the past. Sugihara, and Hiroshima [14] as well
as Snoeyink and van Kreveld [13] consider the prob-
lem of realization of a Delaunay triangulation for the
combinatorial version of the problem. In [12], the au-
thors define three aspects of the recognition problem
of a Voronoi/Delaunay diagram, where the first two of
them are what we call the geometric and topological
aspects. The most relevant part of their work is the
following question in the geometrical setting [12, Prob-
lem V10, p. 108]: Given a triangulation graph, decide
whether it is a (non-degenerate) Delaunay triangulation
realizable graph. For this case, the authors give neces-
sary and sufficient conditions for a graph to be Delaunay
triangulation realizable graph in the geometric setting.

In this paper, we study the problem of recognizing
the dual of a triangulation of a simple polygon with
or without holes and interior points in the geometric,
topological and combinatorial setting. To the best of
our knowledge, this paper is the first work which con-
siders the problem for general triangulations of poly-
gons. We draw a clear line between tractability and NP-
completeness of the problem as the degrees of freedom
increase from the geometric to the topological to the
combinatorial problem and as we consider holes. Our
results are summarized in Table 1. The recognition al-
gorithms presented in this paper are constructive and
allow realization of the polygon.

2 Preliminaries

Let P be a simple polygon with or without holes with
n vertices, S a set of m interior points located inside P
and T a triangulation of the n + m given points inside
P (for an example of a triangulation, see solid lines in
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v
v

(a) (b)

Figure 1: (a) An example of a triangulation of a polygon
(solid lines) and its graph (solid and dashed lines), (b)
a polygonal region P with one (white) hole (shown in
solid black lines and gray interior); its triangulation T
(in solid black lines); the graph G of the triangulation
T (in black, solid and dashed lines); the dual graph G∗

of the triangulation (in solid red lines).

Fig. 1(a)). Let G be the graph of the triangulation T as
the graph on vertices P ∪ S plus an additional vertex v
“at infinity” located outside P and the edges of G are
the edges of T plus the edges connecting every vertex
on the boundary of P to v (see Fig. 1).

This paper reconstructs triangulations of polygons
from duals via reconstructing their graphs (which in-
clude the point at infinity). As we show, the point at
infinity provides one with tools which are fully sufficient
for such a reconstruction. If graphs of triangulations
were defined without points at infinity, one would dis-
cover that there are many triangulations of a polygon
with the same dual (see [3, Fig. 1]). Furthermore, we
suggest that adding the point at infinity to represen-
tations of triangulations is easy to accomplish: Given
a triangulation T of a polygon, one can construct its
graph G by adding the point at infinity. In the other di-
rection, if the vertex at infinity is known, one can easily
construct triangulation T from its graph G. The infor-
mation about which is the point at infinity can be given
as a part of the input, or in some cases, this may be
even implicitly determined by formulation of the prob-
lem (see Definition 1; TDR-without-holes).

Given a plane graph Γ, the dual graph of Γ, denoted
by Γ∗, is a planar graph whose vertex set is formed by
the faces of Γ (including the outer face), and two vertices
in Γ∗ are adjacent if and only if the corresponding faces
in Γ share an edge.
Let G be a graph of a triangulation of a polygon P and
G∗ its dual graph. For brevity, we say that G∗ is the
dual graph of the triangulation T and from now on we
will use this notion instead of “the dual graph of the
graph of a triangulation T .”

Definition 1 (The TDR Problems) Given a planar
graph G∗, decide if G∗ is a dual graph of a triangula-
tion of a polygon P with a set of interior points S. We
distinguish between: (1) TDR-without-holes if P is not
allowed to have holes and S = ∅; (2) TDRS-without-
holes if P is not allowed to have holes and S may be

non-empty; (3) TDR-with-known-holes if P is allowed
to have holes, S = ∅, and the positions of holes are part
of the input; and (4) TDR-with-unknown-holes if P is
allowed to have holes, S = ∅, and the positions of holes
are unknown.

The following proposition summarizes some well-
known facts about planar graphs and their duals (see [3]
for the proof).

Proposition 1 1. The dual of a planar graph G is a
planar graph. 2. The embedding of a 3-connected graph
is unique up to the choice of the outer face. 3. The dual
graph of a 3-connected planar graph is a 3-connected
planar graph.

3 Triangulation Dual Recognition (TDR)

We present a sequence of increasingly complex dual
recognition problems. We draw a clear line between
the tractability of the problem and the NP-completeness
depending on the degrees of freedom in the particular
setting being considered. We first establish some prop-
erties of the triangulation dual of a polygon that will
allow us to decide if the input graph is a dual of a trian-
gulation or not. We consider separately the cases where
the triangulated polygon has holes or not, and contains
interior points or not.

We consider three aspects of this problem depending
on the amount of information given. In the most re-
stricted case, we are given a geometric embedding of
the dual of a triangulation. Each triangle of G is rep-
resented in the dual G∗ by a distinguished point in its
interior. In particular, following Hartvigsen [6] we con-
sider the circumcenter of the triangle (which does not
necessarily lie inside the triangle) and we are given the
edge adjacencies between the triangles. In the second
case we are given the faces of the dual of the triangu-
lation but not their precise geometric embedding. This
forms the topological recognition problem. Lastly, in the
least restrictive case we are simply given a dual graph
without any knowledge of which vertices form a face in
the triangulation dual. This is the combinatorial recog-
nition problem.

Geometric TDR- and TDRS-without-holes. For the
geometric recognition problem, we do not consider the
point at infinity, since it does not have a natural geo-
metric representation. Thus, in this problem the input
is a geometric embedding of the dual of the triangu-
lation T . In the dual, each triangle is represented by
a distinguished point. The natural choices for such a
point are (a) the circumcenter, (b) the incenter, (c) the
orthocenter, (d) the centroid or (e) an arbitrary point
in the interior of the triangle.
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For the case of (a), the circumcenter, which is the
choice of Hartvigsen for the recognition of Delaunay tri-
angulations [6], we use a similar technique and create a
two dimensional linear program. This is based on the
observation that the edges in the triangulation are per-
pendicular to the dual edges in the geometric embed-
ding. The intersections of such edges are the vertices
of the polygon. Observe as well that the center of the
triangulation edges lies on the corresponding dual edge.
We can then set up a linear program with the coordi-
nates of the vertices of the polygon as unknowns, and
the orthogonality and bisection equations as linear con-
straints. We then solve the two dimensional LP program
in linear time using Megiddo’s fixed dimension LP algo-
rithm [11]. If there is no feasible solution then we know
that necessarily the given input graph is not the dual of
a triangulation since otherwise, the actual triangulation
graph satisfies the given linear constraints.

A similar approach works for the case of (c) the cen-
troid. See [3] for details.

Theorem 2 The linear program described above gives a
necessary condition for the realization of the geometric
TDR- and TDRS-without-holes problems in linear time
with input G∗ given the triangulation graph with the cir-
cumcenters/centroids of the triangles of G∗ as vertices.

However, it is important to observe that the feasible
solution by the LP only obeys orthogonality/median
constraints and has no knowledge of planarity con-
straints of the resulting triangulation. Thus, the pro-
posed solution might not be a realizable triangulation.
One way of resolving this problem is testing (in linear
time) if the proposed solution is planar. If it is, we
now have a realization of the triangulation. If on the
other hand the solution is not planar, we cannot decide
if there is not another realization that would have been
planar. This is illustrated in [3, Fig. 3] and [3, Fig. 4],
where we give different solutions to the LP constraints
over the same dual triangulation graph, one leading to
a feasible triangulation and the other does not.

It remains an open problem if recognition is possi-
ble under either of this models, as well as any bounds
for necessary and/or sufficient conditions under other
choices for triangle representatives.

To the best of our knowledge, planarity constraints
between two triangles are a disjunction of three linear
constraints which leads to a third degree equation which
cannot be resolved using the LP program. Thus full
recognition of geometric graphs remains open.

Topological TDR- and TDRS-without-holes. There
are two cases of the problem in this setting: (1) the
output triangulation possibly contains interior points
(TDRS-without-holes) and (2) the triangulation does
not contain any interior points (TDR-without-holes).

TDRS-without-holes. See [3, Lemma 1] for the proof
of the following lemma:

Lemma 3 Let P be a polygon without holes, S be a set
of points in the interior of P , and T a triangulation
of P ∪ S. The graph G of T is a 3-connected maximal
planar graph.

We establish necessary (Lemma 4) and sufficient
(Lemma 5) conditions for a graph to be a dual graph of
a triangulation of a polygon with no holes.

Lemma 4 If G∗ is a dual graph of a triangulation of a
polygon P and set S of interior points inside P with no
holes, then G∗ is a planar 3-regular 3-connected graph.

Proof. The fact that G∗ is planar and 3-connected fol-
lows from Lemma 3 and Proposition 1. As the graph
G of the triangulation is a maximal planar graph, every
face of G is a triangle. Hence, every vertex in G∗ has
precisely three incident edges. �

Lemma 5 If G∗ is planar, 3-regular and 3-connected,
then G∗ is a dual graph of a triangulation of a polygon
without holes P and a set S of interior points.

Proof. By Proposition 1(3), G∗ has a dual graph G
which is 3-connected, and thus G can be uniquely em-
bedded in the plane up to the selection of the outer face
(Proposition 1(2)). Such an embedding can be achieved
using straight lines only (see e.g. [2]). Now, remove
the vertex v of G which represents the outer face of
G∗. As G is 3-connected, by removing v, we obtain a
2-connected plane graph G′. Hence, every face of G′

is a simple cycle, and it is a triangulation of a poly-
gon formed by its outer face. Moreover, since the graph
G∗ is 2-connected and every face is a triangle, it is the
triangulation of a polygon. �

Theorem 6 The answer to the topological TDRS-
without-holes problem is “yes” if and only if the input
G∗ is a 3-connected 3-regular planar graph. Further-
more, such a polygon can be constructed in linear time.

Proof. The first part of the claim follows directly from
Lemmas 4 and 5. The linear running time follows from
linearity of verifying 3-connectivity of a graph [8]. The
reconstruction is linear as the number of faces in any
planar graph is linear due to Euler’s formula, so the dual
graph can be constructed in linear time. The straight
line embedding can be found in linear time as well [2],
and deleting a vertex from an embedded graph takes at
most O(n) steps too. �

TDR-without-holes. Previously, we showed that
topological TDRS-without-holes problem can be solved
in linear time. This can be done even if the set of inte-
rior points S is required to be empty (i.e., the graph of
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the triangulation should consist only of vertices at the
boundary of the polygon P , and one vertex outside P ).
The following is proved in [3, Prop. 2]:

Proposition 7 Let G∗ be a 3-regular planar graph and
G̃∗ the subgraph of G∗ obtained by removing the vertices
of the outer face. G̃∗ is a tree if and only if it corre-
sponds to a polygon with no holes or interior points.

Combinatorial TDR- and TDRS-without-holes. It is
easy to see that the topological and combinatorial in-
put are equivalent in this case. Since G∗ must be 3-
connected and 3-regular, the algorithm can first verify
this necessary condition. If it is satisfied, it can con-
struct the embedding (e.g., applying the linear straight
line embedding algorithm of [2]) and proceed with the
topological input.

Theorem 8 The answer to combinatorial TDR- and
TDRS-without-holes problems is affirmative if and only
if the input G∗ is a 3-connected 3-regular planar graph.
Furthermore, such a polygon can be constructed in linear
time.

Topological TDR- and TDRS-with-known-holes. Let
us start with the following observation:

Proposition 9 If a polygon has a hole, the dual graph
G∗ of its triangulation contains vertices of degree 2 or
less.

From the proof of Proposition 9 (see [3, Prop. 3]),
we can see that vertices of degree 2 in G∗ are adjacent
to holes in the initial polygon. Observe that if P is a
polygon with or without holes, the triangles of the graph
G of a triangulation created by the point at infinity and
the outer face of the polygon form a 3-connected graph.
Thus, the dual graph G∗ cannot contain a 2-cut on the
outer face corresponding to these triangles.

We can associate each degree 2 vertex to its adjacent
hole. Formally, let G∗ be a planar graph that contains
at least one vertex of degree 2. We define an assignment
of a vertex u of degree 2 to a face of G∗, as a mapping
H from the set containing u to the set of faces incident
to u of G∗, such that if u is incident to faces F and F ′ in
G∗, then H(u) ∈ {F, F ′}. The same way we can define:
an empty assignment, which does not assign any vertex
of degree 2 to a face of G∗; a partial assignment, which
assigns a subset of vertices of degree 2 to their incident
faces in G∗ and a total assignment which assigns all the
vertices of degree 2 to faces of G∗ (see [3, Fig. 11] for a
total assignment example).

Lemma 10 Let {G∗,H} be such that G∗ is a dual graph
of a triangulation of a polygon with holes. A face that
is assigned vertices of degree 2 contains a hole in the
initial polygon. Moreover, H assigns to each face of G∗

zero or at least three vertices of degree 2.

Proof. The claim follows from the proof of Proposi-
tion 9; the proof is provided in [3, Lemma 4]. �

We know that the presence of a vertex of degree 2
in the graph G∗ means there is a hole in the output
polygon in one of the faces incident to this vertex in G∗.
The reason to define an assignment of vertices of degree
2 to faces of the graph is to establish in which of the
two incident faces the hole is contained (see [3, Fig. 5]).
We call H a valid assignment if we can realize G∗ as a
triangulation dual of a polygon with holes. A polygon
P with holes is a realization of {G∗,H} if the polygon
is a realization of G∗ and H is a valid assignment with
respect to P .

Let us now focus on the one-edge cuts in G∗, such
as the one shown in Fig. 2(a). These one-edge cuts in
the dual represent edges in the original polygon where a
straight line cut applied to that edge would separate the
polygon into two disjoint subpolygons. The two possible
cases of how this separation looks like are illustrated in
Fig. 2(b) and (c).

G∗1

G∗2
F1 P1

P2

P1

P2

(a) (b) (c)

Figure 2: (a) Dual graph with an one-edge cut (shown
in blue) and its two connected components G∗1 and G∗2,
(b) The realization of G∗1 and G∗2 from (a) as P1 and
P2, (c) Another possible realization of two components
of an one-edge cut.

Now we observe that when the first such cut is ap-
plied, the case shown in Fig. 2(c) is not possible since
the outer face is 3-connected due to the point at infinity
and the upper and lower chain of the original polygon.
So in what follows, we need only consider case (b) in
the figure. Let G∗1 and G∗2 denote the subgraph du-
als of P1 and P2, respectively in G∗. The algorithm
now recursively creates a topological embedding for P1

and P2 and merges the two embeddings. We show in [3]
that this process is deterministic and results in a unique
topological graph which can be embedded using straight
line edges. This resulting polygonal graph is a simple
polygon with point at infinity if and only if G∗ is a tri-
angulation dual of a simple polygon. Hence, we have
the following theorem (proof in [3, Thm. 4]).

Theorem 11 Given an input {G∗,H}, the topological
TDR- and TDRS-with-known-holes problems are decid-
able in linear time.

Geometric TDR- and TDRS-with-known-holes.
Given a precise geometric embedding of the input
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graph, we want to decide if the graph is the triangu-
lation dual of a polygon with holes with or without
interior points.

Theorem 12 The linear program described in Sec-
tion 3 gives a necessary condition for the realization of
the geometric TDR- and TDRS-with-known-holes prob-
lems with input {G∗,H} in linear time given the trian-
gulation graph with the circumcenters/centroids of the
triangles as vertices.

Proof. Note that if a vertex v is of degree 2 in G∗, de-
ciding which face incident to v contains the associated
hole can be done by observing the location of the con-
vex angle formed by the two edges of the triangulation
perpendicular to the edges incident to v in G∗. (For
an illustration, see [3, Fig. 5(a)] in which the hole can
only reside in the right face.) We then set up an LP as
in Theorem 2 which gives a potential realization of the
triangulation. We then test this solution to verify that
the polygon and holes obtained are simple. �

Topological TDR- and TDRS-with-unknown-holes.
The input for this version of the problem is a planar
graph G∗ with its face-embedding. However, the to-
tal assignment of its vertices of degree 2 to faces of G∗

is unknown. Here, we only state that the problem is
NP-complete (Theorem 13) and proceed in our analy-
sis. The proof of this claim is provided in Section 4.

Theorem 13 Determining if an input graph G∗ is the
dual of a triangulation of a polygon with holes and with
or without interior points is NP-complete.

Combinatorial TDR- and TDRS-with-unknown-holes.
In this subsection, the input graph G∗ is given by its ad-
jacency matrix. We will show that the 3-SAT reduction
from the topological TDR- and TDRS-with-unknown-
holes problems (see Section 4) holds as well. If the em-
bedding found by the combinatorial TDR solver is the
same as in the reduction, we would need to solve the
3-SAT problem. However, it remains to be shown that
there does not exist a different embedding with an alter-
nate polygonal realization and the answer being “yes”,
without this embedding necessarily implying satisfiabil-
ity of the 3-SAT formula.

Recall that a 3-regular graph has a unique embedding
in the plane. We now remove the vertices of degree 2
from the 3-SAT reduction graph and replace them by an
edge, thus giving a 3-regular graph with a unique em-
bedding. If the combinatorial TDR- and TDRS-with-
unknown-holes problems found a different embedding,
we can replace the vertices of degree 2 in this alternate
embedding with a single edge, thus obtaining a different
embedding for the 3-regular graph, which is a contradic-
tion. Hence, the combinatorial graph obtained from the

reduction above has a polygonal realization if and only
if the underlying formula is satisfiable and we obtain:

Theorem 14 The combinatorial TDR- and TDRS-
with-unknown-holes problems are NP-complete.

4 NP-Completeness of topological TDR- and
TDRS-with-unknown-holes problems

In this section, we prove Theorem 13. Let X =
(x1, x2, . . . , xm) be a set of boolean variables. Let ϕ be
a 3-SAT boolean formula of the type ϕ = (a11 ∨ a12 ∨
a13) ∧ (a21 ∨ a22 ∨ a23) ∧ . . . ∧ (an1 ∨ an2 ∨ an3), where
aij is either xk or ¬xk (called a literal). We restrict our
attention to planar 3-SAT formulae. A planar 3-SAT
formula, by definition, can be represented by a planar
graph which has a vertex for every clause and every vari-
able, and has an edge connecting said variable to every
clause in which it appears (negated or non-negated).

Planar 3-SAT is known to be NP-complete [9]. We
will reduce planar 3-SAT to dual triangulation recogni-
tion by constructing a graph G∗ that is the dual of a
triangulation of a polygon with holes if and only if given
formula ϕ is satisfiable. Our reduction creates G∗ which
consists of four types of gadgets (Fig. 3(a)–(d) resp.):

1. variable faces which correspond to variable vertices;

2. clause gadgets which correspond to clause vertices;

3. splitter faces which correspond to some edges con-
necting a variable vertex to a clause; and

4. absorber gadgets which act as dead ends for extra
splitter wires which are not needed.

variable
xi

xi ∨ ¬xj ∨ xk
splitter

¬ absorber

(a) (b) (c) (d)

Figure 3: The types of faces and gadgets of G∗: (a)
a variable face, (b) a clause gadget, (c) a splitter face
and (d) an absorber gadget.

See [3] for the detailed description of the gadgets and
their roles.

We construct a graph such that if the variable xi cor-
responding to the variable face Fxi is false in a satisfiable
assignment of ϕ, the degree 2 vertices are assigned to
Fxi

(the red arrows in our figures point inwards), and
if the variable is true in the assignment, then all the
degree 2 vertices are assigned to the other face. The
construction begins by constructing the planar graph
Gϕ, which represents ϕ, and embedding it in the plane.
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Later, we will replace its vertices by corresponding gad-
gets. However, for this to be possible, the graph needs
to be modified first.

Each edge in Gϕ indicates a “transfer” of a degree
2 vertex. We first need to modify the graph so that
the vertices representing variables of ϕ have degree pre-
cisely 3. If the degree of such a vertex xi is less than 3,
we increase it by attaching the required number of new
vertices (those will be replaced by absorber gadgets). If
the degree of xi is more than 3, we reduce its degree by
detaching deg(xi) − 2 edges consecutive in cyclic order
around xi (with respect to the embedding of Gϕ), rout-
ing them into a new splitter vertex s, and connecting
xi to the splitter. Note that this negates the variable
xi, so some of the edges may need to be routed through
another splitter to cancel this negation. This produces
a plane graph where xi has degree 3 and the splitter
vertex s has degree deg(xi) − 1. Repeatedly applying
this construction, the degree of s can be decreased to 3.

By the construction above, we obtain a plane graph
Hϕ where all the variable, splitter and clause vertices
have degree 3, and absorbers have degree 1. Now we
replace every vertex with the respective gadget so that
every edge in Hϕ is represented by a degree 2 vertex
surrounded by edges shared between two gadgets, and
so that the topology of the gadgets is equivalent to the
embedding of Hϕ (this is similar to constructing a dual
graph of Hϕ). Let us denote the obtained graph by
H∗. The embedding of H∗ contains some “void” ar-
eas between some gadgets. Those areas can be suitably
attributed to faces of gadgets by removing edges. We
obtain graph G∗, call it the gadget graph of ϕ, formed
by vertices of degree 3 and 2. See [3, Fig. 13(b)] for an
example of a formula with its gadget graph.

We can now argue that graph G∗ is a triangulation
dual if and only if the formula ϕ is satisfiable. See [3,
Lemma 5] for the proof.

Lemma 15 The gadget graph G∗ of formula ϕ is dual
of a triangulation of a simple polygon with holes if and
only if ϕ is satisfiable.

5 Conclusions and Open Questions

We provided an exhaustive analysis of the triangula-
tion dual recognition problem. We showed that some
of them can be solved in linear time and some of them
are NP-complete. Our work focused on duals of general
triangulations of simple polygons. We proposed sev-
eral models for the geometric setting. We presented a
method which in linear time finds a candidate solution,
or rejects. The candidate solution needs to be further
tested. As our approach is not capable of enumerating
all the candidate solutions, it remains an open problem
if recognition is possible under either of these models.

Any bounds for necessary and/or sufficient conditions
under other choices for triangle representatives are open.
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Sliding k-Transmitters: Hardness and Approximation

Therese Biedl∗ Saeed Mehrabi∗ Ziting Yu∗

Abstract

A sliding k-transmitter in an orthogonal polygon P is
a mobile guard that travels back and forth along an
orthogonal line segment s inside P . It can see a point
p ∈ P if the perpendicular from p onto s intersects the
boundary of P at most k times. We show that guarding
an orthogonal polygon P with the minimum number of
k-transmitters is NP-hard, for any fixed k > 0, even if
P is simple and monotone. Moreover, we give an O(1)-
approximation algorithm for this problem.

1 Introduction

Art gallery problems are one of the standard problems
in computational geometry. In the original setting, we
are given a polygon (modelling the art gallery) and we
want to know a set of points (modelling guards or cam-
eras) that can see any point in the polygon, where “see”
in the original setting means that the line segment from
the guard to the point is inside the polygon. There have
been numerous result, concerning bounds on the num-
ber of guards needed, NP-hardness and approximation
algorithms. See e.g. [13, 10] and the references therein.

Recently, motivated by covering a region with wire-
less transmitters, Aichholzer et al. [1] introduced vari-
ants where guards can see through a limited number of
walls. Hence a k-transmitter is a point p in a polygon P
that is considered to see all points q in P for which the
line segment pq intersects the boundary of P at most k
times. Only cases of even k are interesting.

We combine in this paper the concept of a k-
transmitter with the concept of a mobile guard. A mo-
bile guard is a guard that is not stationary, but walks
along a line segment s inside the polygon, and can see
all points that are visible from some point of s. For
orthogonal polygons, a common restriction has been to
demand that line segment s is horizontal or vertical, and
that it guards only those points p that it can see in an
orthogonal fashion, i.e., the perpendicular from p onto s
is inside P . This is called a sliding camera. We combine
the concept of sliding cameras with k-transmitters, and
hence define a sliding k-transmitter as follows: It is a
horizontal or vertical line segment s inside an orthogo-
nal polygon P and it can see all points p such that the

∗David R. Cheriton School of Computer Science, Uni-
versity of Waterloo, Waterloo, Canada. {biedl,smehrabi,
z44yu}@uwaterloo.ca

perpendicular from s onto p intersects the boundary of
P at most k times. We allow sliding k-transmitters to
include edges of the polygon.1 The objective is to guard
P with the minimum number of sliding k-transmitters.

Related Work. Sliding cameras were introduced by
Katz and Morgenstern [9]. Finding the minimum set of
sliding cameras is NP-hard in polygons with holes [8],
even if only horizontal sliding cameras are allowed [4].
The optimum set of sliding cameras can be found in
polynomial time for monotone polygons [7]. The com-
plexity for simple polygons is open.

Finding the minimum set of k-transmitters is NP-
hard in simple polygons [6], regardless whether the
transmitters are points or polygon-edges. Numerous
bounds are known on the number of k-transmitters that
are necessary and sufficient, depending on the type of
transmitter (point or edge) and the type of polygon
[1, 2, 3, 6]. Regarding sliding k-transmitters, an approx-
imation algorithm for monotone polygons is claimed
in [12], but the algorithm needs a minor modification
to deal with an example (private communication); it is
not clear whether this modification suffices. Other op-
timization criteria for sliding k-transmitters have also
been considered [11].

Our Results. In this paper, we study the complexity
of finding the minimum set of sliding k-transmitters to
guard an orthogonal polygon. Unsurprisingly, we can
show that this is NP-hard, but we prove NP-hardness
even in a very restricted version: The polygon is orthog-
onal and y-monotone, and there is an optimal solution
with only horizontal sliding k-transmitters. We are not
aware of any other variant of the art gallery problem
that is NP-hard on orthogonal monotone polygons (the
traditional art gallery problem is NP-hard for mono-
tone polygons [10], but slanted edges are crucial for the
reduction to work).

As a second result, we show that the O(1)-
approximation algorithm that we recently developed
for sliding cameras [4] works similarly for sliding k-
transmitters. Hence we have an O(1)-approximation
for finding the minimum set of sliding k-transmitters, in
any (not necessarily simple) orthogonal polygon. The
algorithm works also (and becomes even easier) if only
horizontal sliding k-transmitters are allowed.

1With some minor modifications, the results in this paper also
hold if guards must be strictly inside P except at their end.
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2 NP-Hardness

In this section, we show that guarding with sliding k-
transmitters is NP-hard, even if the polygon is orthog-
onal and monotone (hence simple). We first prove this
for k = 2 and then extend to larger k.

2.1 Sliding 2-Transmitters

We use a reduction from Minimum Vertex Cover in a
graph G, which is known to be NP-hard even if G is
required to be planar and 2-connected (see e.g. [5]). So
the objective is to compute a minimum set C of vertices
such that every edge has at least one endpoint in C.

Given a planar 2-connected graph G with n vertices
andm edges, we first compute a bar visibility representa-
tion of G in which each vertex is assigned a horizontal
line segment (called bar) and for each edge there is a
vertical strip with positive width that connects the bars
of endpoints and does not intersect other vertices. It
has been shown multiple times (see e.g. [14]) that this
exists and can be computed in linear time. We may
move vertex-bars up and down slightly as needed so that
all vertex-bars have distinct y-coordinates. Also, since
edge-strips have positive width, we can make them thin
enough such that no two of them have overlapping x-
range. Since the graph is 2-connected, the construction
in [14] guarantees that all vertices except the bottom-
most one have a neighbour below, and all vertices except
the topmost one have a neighbour above.

Gadgets. We start by thickening each vertex-bar into a
box, and place three copies of this box above each other
with the same x-range. These three boxes are connected
to each other by channels, which are thin vertical corri-
dors (thin enough so that their x-range is strictly within
that of the vertex-box, and does not intersect an edge-
strip). We place these two channels at opposite ends of
the vertex-boxes, resulting in a Z-shape or an S-shape
(the choice between the two is arbitrary for now, but
will be determined later). We call the result a vertex-
gadget ; see Fig. 1. By making the height of boxes small
enough, we may assume that no two vertex-gadgets have
overlapping y-range.

For each edge e, the edge-gadget of e is a small axis-
aligned box placed strictly within the strip representing
e in such a way that its y-range intersects no y-range
of another (vertex- or edge-) gadget. See Fig. 1. Notice
that from any edge-gadget there are vertical lines-of-
sight to the vertex-gadgets of the endpoints of the edge.

The Reduction. Let P ′ be the polygon obtained by
replacing all vertex-bars and edge-strips with these gad-
gets. P ′ is y-monotone (i.e., any horizontal line inter-
sects it in one interval), but not connected (for now we
allow the polygon to be disconnected, but we will dis-
cuss the modifications to make it connected later).

bar representing w

bar representing v

edge-gadget of e

line-of-sight
from e to v

vertex-gadget of w

line-of-sight
from e to w

vertex-gadget of v

strip of e

Figure 1: Vertex- and edge-gadgets. The pink (falling
pattern) region is guarded by the red (dotted) horizontal
2-transmitter. Note that it includes everything that the
green (dashed) vertical 2-transmitter can see.

Since no y-ranges overlap, one can easily verify that
vertical 2-transmitters are never required.

Observation 1 Any vertical sliding 2-transmitter in
P ′ can be replaced by a horizontal sliding 2-transmitter
that guards at least as much.

See also Fig. 1. We call the three boxes of a vertex-
gadget the top, middle and bottom box, and also use
outer boxes to mean the top and bottom box.

Lemma 1 For any set S of horizontal sliding 2-
transmitters that guard P ′ entirely, there exists a set
S′ of horizontal sliding 2-transmitters that guard P ′ en-
tirely such that |S′| ≤ |S| and no sliding 2-transmitter
of S′ is located in an edge-gadget.

Proof. Let s ∈ S be a sliding 2-transmitter that lies
in an edge-gadget B corresponding to edge e = (v, w).
After possible renaming, assume that (the vertex-gadget
corresponding to) v is below e and w is above e.

Assume first that one of v, w (say v) has a horizontal
sliding 2-transmitter s′ in the outer box facing e. Af-
ter possibly extending s′ we may assume that it spans
the entire outer box of v. Since the x-range of B is
within the x-range of v, s′ sees everything that s saw
and that was below s. So we can replace s by a sliding
2-transmitter in the outer box of w facing e, and this
can only increase the guarded region.

So now assume that neither v nor w has a horizontal
sliding 2-transmitter in the outer box facing e. Consider
a point p in the top box of v that is just outside the x-
range of B, but still within the x-range of w. The only
horizontal sliding 2-transmitters that could guard p are
in the bottom box of w or in the middle box of v. By
assumption we therefore have a sliding 2-transmitter in
the middle box of v. Likewise w must have a sliding 2-
transmitter in the middle box of w. We can thus move
the sliding 2-transmitter in B to the bottom box of w
without decreasing the guarded region. �
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Lemma 2 Let S be a set of horizontal sliding 2-
transmitters that guard P ′ entirely and that do not lie in
edge-gadgets. Then for any vertex v, there must be at
least one sliding 2-transmitter intersecting the vertex-
gadget of v. If there is exactly one such sliding 2-
transmitter, then it must be in the middle box of v.

Proof. Pick a point p in the middle box of v that is not
in the x-range of the channels. Let s be a horizontal
sliding 2-transmitter that guards p. Then s must be in
one of the three boxes of v.

Assume now that exactly one sliding 2-transmitter
intersects the vertex-gadget of v, and it is not in the
middle box. Say the sliding 2-transmitter is in the bot-
tom box. If v has any neighbour w above, then let p be
a point in the top box of v and in the same x-range as
the edge-gadget of (v, w). To guard p, we need either
a sliding 2-transmitter in the edge-gadget (which was
excluded) or in the top or middle box of v (which was
also excluded). So v cannot have any neighbour above.
By construction that means that v is the topmost of all
vertices. To guard the top box of v, we then must have
a sliding 2-transmitter in the top or middle box of v.
Again contradiction. �

Lemma 3 The following statements are equivalent:
(i) G has a vertex cover of size k, (ii) P ′ can be guarded
by n + k sliding 2-transmitters, and (iii) P ′ can be
guarded by n+ k horizontal sliding 2-transmitters.

Proof. Given a vertex cover C ofG, we place horizontal
transmitters as follows: If v ∈ C, then place a maximal
horizontal sliding 2-transmitter in both outer boxes of
v, else place a maximal horizontal sliding 2-transmitter
in the middle box of v. Clearly we have n+ |C| sliding
2-transmitters and every vertex-gadget is guarded. For
every edge e, one endpoint v is in C, and hence both
bottom and top box of v contain sliding 2-transmitters.
The one in the outer box of v that faces e then guards
the edge-gadget of e.

Vice versa, assume that set S of sliding 2-transmitters
guards P ′. By the above results, we may assume that
they are all horizontal and none are in an edge-gadget.
Define C to be all those vertices whose vertex-gadgets
are intersected by at least two sliding 2-transmitters.
Since every vertex-gadget intersects at least one sliding
2-transmitter we have |C| ≤ |S| − n. For every edge
(v, w), the edge-gadget must be guarded by a sliding
2-transmitter that is in an outer box of v or w, say v.
Then v must contain at least two sliding 2-transmitters
by Lemma 2, so v ∈ C. Hence C is a vertex cover. �

Connecting the Polygon. Now we explain how to
make the polygon connected while staying monotone.
Let g1, . . . , gm+n be the gadgets in P ′, sorted in bottom-
to-top order (since y-ranges are disjoint, this is well-
defined). The idea is to connect each gi to gi+1 using

connector-
gadget

c′′

c

c′

Figure 2: Connecting an edge-gadget to a vertex-gadget
if there is no line of sight between them. We again
show how some vertical transmitters can be replaced by
horizontal transmitters.

a connector-gadget. This is an S-shaped or Z-shaped
gadget much like a vertex-gadget, except that the top
and bottom box both add a zig-zag near the end. Also,
one of the channels has flexible height, so that the
connector-gadget can have arbitrary height. We attach
the ends of the connector-gadget C to corners of gi and
gi+1. Fig. 2 shows how to do this if the x-range of C
is disjoint (except at the ends) from the ones of gi and
gi+1, and the inset in Fig. 3 shows how to do this if C
shares x-range with them (in case of which we push the
zig-zag to the very end to avoid overlap.)

However, we cannot connect consecutive gadgets if
the connector-gadget would cross a line-of-sight. To
avoid doing this, we will subdivide edges.

Observation 2 (Folklore) If Gs results from graph G
by subdividing one edge twice, then G has a vertex cover
of size k if and only if Gs has a vertex cover of size k+1.

We proceed as follows. First “parse” the bottommost
gadget g1: use an S-shape for it and fix as current corner
its top right corner. Assume now we have parsed gadget
gi already, and fixed one top corner c of it as current
corner. Let gi+1 be the next gadget above gi. Consid-
ering its two bottom corners, we choose the corner c′ so
that cc′ crosses as few lines-of-sight as possible.

If line segment cc′ crosses no line-of-sight, then attach
a connector-gadget between c and c′, using as shape
(i.e., S or Z) the one that has c and c′ at its ends. Let
c′′ be the diagonally opposite corner from c′ in gadget
gi+1 and (if gi+1 is a vertex-gadget) use as shape (i.e., S
or Z) for it the one that has c′ and c′′ at its ends. This
finishes (in this case) the parsing of gadget gi+1, and
we continue to connect to the next gadget with current
corner c′′.
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Figure 3: Connecting an edge-gadget to a vertex-gadget
if there are lines of sight between them.

Now assume that cc′ crosses some lines-of-sight, say
l1, . . . , l` in order from c to c′. For all j, line-of-sight
lj represents an edge ej ; subdivide ej twice. This adds
two new vertex-gadgets and two new edge-gadgets that
we place along lj , in the y-range between gi and gi+1.
We make their height small enough and move them up
and down suitably (while staying between gi and gi+1),
so that all their y-ranges are disjoint and the ones of lj
are below the ones of lj+1 for all j.

All these gadgets can be connected with line segments
that do not cross a line-of-sight. See Fig. 3. We can
hence connect all these gadgets as explained above. The
only difference is that the next current corner c′′ must
be chosen to be the end of the line segment connecting
to the next gadget. Normally c′′ will again be diagonally
opposite from the previous corner c′, but there is one ex-
ception per set of gadgets added for subdivisions. With
that we have connected to gi+1, and we repeat from
there (after choosing its shape and the current corner
as before).

Reduction Revisited. With the addition of
connector-gadgets, Observation 1 (vertical transmitters
can be replaced by horizontals) is not as obvious any-
more, but still holds as long as sliding k-transmitters
may run along polygon-edges. See Fig. 2. With this,
Lemma 1, Lemma 2, and the equivalent of Lemma 2 for
connector-gadgets, also hold. Let Ns be the total num-
ber of subdivisions that we did over all connecting of all
gadgets (Ns is even), and let G′ be the graph that re-
sults. We started with n+m ∈ O(n) vertex-gadgets and
edge-gadgets and 2m ∈ O(n) lines-of-sight. Connecting
two of these gadgets hence creates O(n) subdivisions,
and therefore Ns ∈ O(n2) is polynomial. After all sub-
divisions we have n + m + 2Ns gadgets, and hence use
Nc := n + m + 2Ns − 1 connector-gadgets to connect
all of them into one polygon P . So the construction is

Figure 4: Vertex- and connector-gadget for k = 4.

polynomial. G has a vertex cover of size k if and only if
G′ has a vertex cover of size k′ := k +Ns/2 if and only
if P can be guarded with k′ + n+Nc horizontal sliding
2-transmitters.

With that, the reduction is complete for k = 2.
Note that the constructed polygon is connected and y-
monotone (and in particular therefore simple).

2.2 k-Transmitters for k > 2

We now generalize to sliding k-transmitters for any fixed
k > 0. The reduction is exactly the same as before,
with the exception of the definition of vertex-gadgets
and connector-gadgets.

The vertex-gadget now consists of k + 1 copies of
the thickened bar in the visibility representation (ear-
lier we had 3 = 2 + 1 copies). They are connected
with k channels at alternate ends, resulting in a zig-
zag line. The connector-gadget is a vertex-gadget with
additional small zig-zags in the top and bottom box
(possibly pushed towards the end.) See Fig. 4.

We can verify that again vertical sliding k-
transmitters are never better than horizontal ones. De-
fine for a vertex-gadget the middle box to be the
(k/2+1)st box (recall that k is even), and the outer
boxes to be the top and bottom box as before. With
that, the proofs of Lemmas 1 and 2 carry almost verba-
tim, and the reduction holds again. We conclude:

Theorem 4 For any k > 0, guarding a polygon with
the minimum set of sliding k-transmitters is NP-
complete, even if (i) the polygon is a simple y-monotone
orthogonal polygon, and (ii) only horizontal sliding k-
transmitters are allowed.

Notice that every gadget is a thickened path obtained
by sliding a unit square along an orthogonal path. With
suitable rescaling, in fact the entire polygon can be
made into a thickened path, with one exception: When-
ever we subdivide edges, we must (at one edge-gadget)
attach both connecting gadgets on the same (left or
right) side, hence have a “leg” sticking out. (This could
perhaps be called a thickened caterpillar.) We suspect
that the construction could be modified to become a
thickened path, but have not been able to work out the
details yet.
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s′ s

Figure 5: Horizontal partition-segments (blue dashed),
one horizontal slice-segment (red solid) and two vertical
guard-segments (green dot-dashed) for k = 2.

3 An O(1)-Approximation Algorithm

In this section, we give an O(1)-approximation algo-
rithm for the sliding k-transmitter problem, using as key
ingredient an O(1)-approximation developed in [4] for a
certain hitting problem among segments. The main dif-
ference between our approach and the one in [4] is that
we need to define the segments differently so that we
encapture that guards can see through k walls.

Let P denote an orthogonal polygon with n vertices,
and let δP denote the boundary of P . We first compute
a subdivision of P and then define sets of orthogonal line
segments in P which will be used to define the hitting
set problem.

Slices. Define horizontal partition-segments as follows:
Start with a horizontal edge e. Expand e leftwards until
we hit a vertical edge of the polygon, coming from the
strict inside of P , for the (k/2)th time. Likewise expand
e rightwards. If there are not enough such intersections,
then stop at the last one. See Fig. 5.

The horizontal partition-segments split the interior of
the polygon into rectangles that we call horizontal slices.
Since any edge gives rise to one partition-segment, and
any partition-segment intersects O(k) vertical edges, we
have O(kn) horizontal slices.

The following lemma argues that this partitioning is
“correct” in the sense that any transmitter either guards
all or nothing of the interior of a slice.

Lemma 5 Let σ be a horizontal slice and let c be a
point in its interior. If a maximal vertical sliding k-
transmitter g sees c, then it sees all points of σ.

Proof. Let q be the point on g where the perpendicular
from c onto g ends. By assumption the horizontal line
segment cq intersects the boundary of P at most k times.
Expand cq until it spans the x-range of σ; this cannot
add crossings since σ ⊆ P . Now sweep the resulting
segment s′ upward until we hit either the top side of σ
or a horizontal edge of P . Say we hit an edge e first.
We created a partition-segment from e, which extends
in both directions until it hits at most (k/2) vertical

edges from the inside, hence at most k vertical edges.
This partition segment contains the entire (translated)
s′ and splits B, so we have reached the top side of B.

So we can sweep the region of B above s′ without
encountering new edges of P , which shows that g guards
all of this. Likewise we can sweep downward until the
bottom side of B, and so g guards all of B. �

Slice-segments. We now assign a segment to each
horizontal slice that captures “being guarded”. For any
horizontal slice σ, let s be a horizontal segment strictly
inside σ. Extend s (much like we did for partition-
segments) to both sides until it hits a vertical edge from
the inside for the (k/2)th time. We call the resulting
segment s′ the slice-segment of σ. See also Fig. 5.

We define vertical slices of P and vertical slice-
segments in an analogous fashion. There are O(kn)
slice-segments since there are O(kn) slices.

Guard-segments Γ. Our definition of sliding k-
transmitters allowed any horizontal or vertical segment
to be used as such. We now describe a finite set of slid-
ing k-transmitters and argue that these suffice. Let s be
a horizontal edge of P . Define a sliding k-transmitter s′

obtained by extending s until we hit an interior point of
a vertical edge of δP . (If some vertices are aligned, then
s′ may run along multiple horizontal edges of P .) The
resulting segments are the horizontal guard-segments
ΓH . Define vertical guard-segments ΓV similarly, and
set Γ = ΓH ∪ΓV to be the guard-segments. We have at
most n guard segments (one per edge).

Crosses X: Let a pixel be any rectangle that has the
form σH ∩σV for a horizontal slice σH and vertical slice
σV . Let c be the point where the slice-segments sH , sV
corresponding to σH and σV intersect; we call c a cross,
and say that sH and sV support c. Note that c is in the
interior of the pixel since slice-segments were defined
using segments strictly in the interior of the slice. We
denote the set of crosses by X.

We say that a cross c is hit by a guard-segment g
if g intersects the supporting slice-segment of c that is
perpendicular to g. We now show that reducing the
problem to just crosses and guard-segments is enough.

Lemma 6 A set S of m sliding k-transmitters guards
P if and only if there exists a set S′ ⊆ Γ of m guard-
segments such that every cross c is hit by some guard-
segment γ ∈ S′.

Proof. (⇒) Suppose that we have a set S of m sliding
k-transmitters that guards P entirely. Fix one sliding
k-transmitter s. Translate s in parallel (i.e., move it
horizontally if s is vertical, move it vertically if s is hor-
izontal) until we reach δP . Thus s is now intersecting
an edge of P . Extend s so that it is maximal while still
within P . Both operations can only increase the region
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seen. The resulting segment s′ is a guard-segment. Af-
ter doing this to all sliding k-transmitters, we now have
a set of guard-segments S′ that sees all of P . Now con-
sider any cross c ∈ X. Since c is a point in P , it is
guarded by some guard-segment γ ∈ S′. Thus, there
exists a point g ∈ γ such that the line segment gc is
normal to γ and intersects δP in at most k points. But,
gc is part of the slice-segment that supports c and is per-
pendicular to γ. So g is the intersection point between
that slice-segment and guard-segment γ.

(⇐) This is straightforward by Lemma 5 since (i) any
point in P belong to at least one pixel, (ii) there is a
1-to-1 correspondence between the pixels and crosses of
P , and (iii) crosses are interior points of pixels. �

Our problem has now been discretized as follows:
Given the set X of all crosses, each supported by two
line segments, find a subset S ⊆ Γ such that for every
cross one of the two line segments is intersected by at
least one guard-segment in S. We call this the cross-
hitting problem. This problem is exactly the same prob-
lem as studied in [4] when solving the sliding-cameras
problem (the only difference is in the choice of support-
ing segments of crosses, which are longer for sliding k-
transmitters). They give an O(1)-approximation algo-
rithm for this problem which uses no information about
how the segments were obtained (other than that they
are horizontal or vertical). Using this, we hence have:

Theorem 7 For any k > 0, there exists a polynomial-
time O(1)-approximation algorithm for guarding an or-
thogonal polygon with sliding k-transmitters.

As in [9], we also consider the variant when only hor-
izontal sliding k-transmitters are allowed. This also re-
duces to the cross-hitting problem, with the only change
that we use ΓH in place of Γ. This in fact simpli-
fies the problem, because now only vertical supporting
segments are relevant for crosses. So there is also an
O(1)-approximation algorithm for guarding an orthog-
onal polygon with horizontal sliding k-transmitters.

4 Conclusion

In this paper, we studied how to guard an orthogo-
nal polygon using the minimum number of sliding k-
transmitters. We showed that this is NP-hard, even
if the polygon is y-monotone. We also gave an O(1)-
approximation algorithm.

The main open problem is to find better approxima-
tion factors. (The “O(1)” in [4] stems from the use of
ε-nets, and the constant is unspecified but likely quite
large.) Is the problem APX-hard? Also, for what sub-
class of polygons is guarding with sliding k-transmitters
polynomial? This is true for orthogonally convex poly-
gons (one or two guards are always enough), but are
there other, less trivial classes?
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The Length of the Beacon Attraction Trajectory

Bahram Kouhestani, David Rappaport, Kai Salomaa ∗

Abstract

We study the attraction trajectory of a point under the
beacon model. We show that when a point object p is
attracted to a point beacon b inside a simple polygon, its
trajectory is at most

√
2 times longer than the geodesic

distance between p and b. We show that in polygons
with holes, the ratio between the length of the beacon
trajectory and the length of geodesic distance can be
unbounded.

1 Introduction

Consider a dense sensor network deployed in a known
environment. Geographic greedy routing is a common
and efficient strategy to send messages between sensors
(nodes) of the network. Each node is assumed to know
its planar location and the location of the destination
that may be obtained through a local service. Each
node has a neighbourhood of a constant number of
near neighbours that are used for all of its communi-
cations. A sensor communicates with a destination by
forwarding a message to a node in its neighbourhood
that is closest to the destination. The message travels
through the network until it reaches the destination or
gets stuck on a node that is closer to the destination
than any of its neighbours. Geographic greedy routing
tends to be efficient, computationally inexpensive,
and low-state, that is, each node only needs to store
information related to nodes in its neighbourhood.
However, it has the drawback of messages at times not
reaching their destination.

Motivated by geographic greedy routing, Biro et
al. [3] introduced the “beacon model”. A beacon is
a point with a force of attraction that pulls objects
towards it. The beacon represents the destination of a
message in a dense sensor network. The attraction of
the beacon causes a point object to move towards it
as long as its Euclidean distance towards the beacon is
decreasing. The trajectory of the point represents the
path of a message in the sensor network.

Let P be a simple polygon with n vertices. A beacon
is a stationary point inside P that can induce a force

∗Queen’s University, Kingston, ON, Canada,
{kouhesta,daver,ksalomaa}@cs.queensu.ca

of attraction within P . When beacon b is activated, it
can attract a point p in P so that it moves towards b
always getting closer to b. Note: we use p to denote the
initial location as well as the name of a moving point.
The trajectory of point p as it moves toward beacon b
either pulls in a straight line towards b or it slides on the
boundary of P . See Fig. 1 for an illustrative example.

Figure 1: The movement of a point p on its trajec-
tory towards beacon b alternates between being pulled
straight towards the beacon and sliding on the polygon
boundary.

The beacon model can be used to study and answer
various questions that arise in geographic greedy
routing, such as the set of destinations a particular
node can successfully send a message to, the set of
sources a particular node can receive a message from,
the set of all nodes that can send a message to any
other nodes in the network and the set of all nodes that
can receive a message from any node in the network.

A compendium of interesting results pertaining to
beacon routing can be found in Biro’s PhD thesis [2].
Biro et al. [3] studied the combinatorics of guarding a
polygon with beacons and showed that

⌈
n
2

⌉
beacons are

sometimes necessary and always sufficient to succesfully
route between any pair of points in a simple n-gon.
They also proved that it is NP-hard to find a minimum
cardinality set of beacons to cover a simple polygon.
In 2013, Biro et al. [5] presented a polynomial time
algorithm for routing between two fixed points using a
discrete set of candidate beacons in a simple polygon
and gave a 2-approximation algorithm where the
beacons are placed with no restrictions. For polygons
with holes, Biro et al. [4] showed that

⌈
n
2

⌉
− h − 1

beacons are sometimes necessary and
⌈
n
2

⌉
+ h − 1

beacons are always sufficient to guard a polygon with
h holes. Combinatorial results on the use of beacons
in orthogonal polygons have been studied by Bae
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et al. [1] and by Shermer [9]. Examining another
special case Kouhestaniet al. [7] give an O(n log n) time
algorithm for beacon routing in a polygonal terrain. In
[8] Kouhestani et al present algorithms to efficiently
compute the inverse attraction region of a point for
simple, monotone, and terrain polygons with respective
time complexities O(n3), O(n log n) and O(n).

In this paper, we compare the length of a “successful”
beacon trajectory to the length of the shortest path. We
show that in a simple polygon the length of a successful
beacon trajectory is less than

√
2 times the length of

a shortest (geodesic) path. In contrast if the polygon
has internal holes then the length of a successful beacon
trajectory may be unbounded.

1.1 Definitions

Let e be an edge of P and let L be the supporting line
of e. Let h be the orthogonal projection of b on L as
shown in Fig 2. Observe that h is the point on L closest
to b, so if a point slides on edge e on its trajectory to
b the direction of the slide must be towards h. If h
is located in the interior of the edge e then a point p
sliding on e will stop when it reaches h, otherwise, p
slides all the way to an endpoint, v, of e. Let e′ denote
the neighbour of e sharing endpoint v. From v, the point
p is pulled straight towards b if possible, or p slides on
e′ or p remains stuck on v depending on the location of
the orthogonal projection of b on e′ (See Fig. 3).

Figure 2: A point object following the beacon trajectory
slides on the edge e towards the orthogonal projection
of the beacon onto the supporting line of e.

A point p in P is attracted by beacon b if its
trajectory makes it all the way to b without getting
stuck. The attraction region of a beacon b is the set
of all points in P that b can attract. In [2, 5] Biro et
al. show that the attraction region of a beacon can be
computed in linear time. Whenever p is attracted to b
we define its attraction trajectory, denoted by AT (p, b),
as the path from p to b. We use |AT (p, b)| to denote
the length of AT (p, b). Recall, a traversal AT (p, b)
from p to b alternates between pulling straight towards

Figure 3: Three outcomes after a point object slides to
an endpoint of e. (a) It pulls straight towards b. (b) It
slides on the adjacent edge, e′. (c) It get stuck on the
endpoint. Here h′ is the orthogonal projection of b on
the supporting line of the edge e′.

b and sliding on the edges of the polygon. An edge of
AT (p, b) is called a pull edge if it pulls straight towards
b, otherwise it is called a slide edge. A polygon P is
called a routable polygon if for any two points x and y
in P , x attracts y. A routable polygon is shown in Fig. 4.

Let b and p be two points inside a simple polygon P .
The Euclidean shortest path (geodesic path) between p
and b, denoted by SP (p, b), is a path inside P that con-
nects p and b and among all such paths has the smallest
path length. Note that SP (p, b) only turns at reflex ver-
tices of P and has the so called outward convex property,
i.e. the angle facing the exterior of P at every turn on
SP (p, b) is convex [6]. We use |SP (p, b)| to denote the
length of SP (p, b).

1.2 Related work

Tan and Kermarrec [10] have shown that for any pair
of points b and p in a routable polygon, |AT (p, b)| ≤
3 |SP (p, b)|. Their proof is based on the claim that in
a routable polygon, the attraction path between b and
p passes through all reflex vertices on SP (p, b). We
provide an example in which this claim does not hold.
We also give conditions when a reflex vertex is shared
between the attraction trajectory and the shortest path.
The main result of this paper is that in a simple polygon,
when b attracts p,

|AT (p, b)|
|SP (p, b)| <

√
2.

We also show that in polygons with holes

|AT (p, b)|
|SP (p, b)|

may be unbounded.

2 The length of attraction trajectory

Let P be a simple polygon. We begin by studying con-
ditions under which reflex vertices of P are shared by
AT (p, b) and SP (p, b).
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Observation 1 AT (p, b) does not necessarily pass
through all reflex vertices on SP (p, b) (see Fig. 4).

Figure 4: The attraction trajectory AT (p, b) does not
necessarily pass through all reflex vertices of SP (p, b)
even if the polygon is routable.

The following two lemmas indicate which reflex ver-
tices are always common to SP (p, b) and AT (p, b).

Lemma 1 Assuming that p does not see b, let vk be the
last reflex vertex on the shortest path from p to b. Then
AT (p, b) passes through vk.

Proof. Consider the visibility polygon of b in P , i.e. all
points in P visible to b. A window of b is the boundary
between points that are visible and points that are not
visible to b. This window can be computed by extending
bvk from vk to the first intersection with the boundary
of P . Observe that vk is the base of a window (shown
in dashed red in Fig. 5).

Note that any path from p to b must cross this win-
dow. In the attraction of b, a point on the window will
move towards b and therefore it moves along the win-
dow until it reaches vk. Thus, we conclude that AT (p, b)
passes through vk. �

Let SP (p, b) be the polygonal chain p, v1, v2, ..., vk, b
and assume that b attracts p. We call the edge vivi+1 ∈
SP (p, b) a separating diagonal if cutting through vivi+1

partitions P into two sub-polygons such that b and p
are not in the same sub-polygon.

Lemma 2 Let vivi+1 ∈ SP (p, b) be a separating diago-
nal. Then at least one of vi or vi+1 is on AT (p, b).

Proof. We extend vivi+1 from each endpoint until it
intersects the boundary of P . Let wi (wi+1) be the first
intersection of the extension from vi (vi+1) with the
boundary of P (Fig. 5). The line segment viwi cuts P
into two sub-polygons. Due to outward convexity of the
shortest path, p belongs to the sub-polygon below viwi.
Similarly, vi+1wi+1 cuts P into two sub-polygons and b
belongs to the sub-polygon above vi+1wi+1. There are
two cases to consider.

Case 1: b is below the supporting line of vivi+1. We
show that AT (p, b) passes through vi. Consider
a point on the open line segment viwi. In the
attraction of b, this point cannot move above viwi

(directly) without a slide movement. As vi and
wi are mutually visible, the only slide movement
that can move a point above viwi occurs at vi.
Therefore, the attraction trajectory must pass
through vi.

Case 2: b is on or above the supporting line of vivi+1.
We show that AT (p, b) passes through vi+1. Con-
sider a point on the open line segment wivi. This
point cannot move below vivi+1 (directly) with-
out a slide movement. Similarly, as vi and vi+1

are mutually visible, the only slide movement is
through vi+1. Therefore, the attraction trajectory
of p passes through vi+1.

Thus we have shown that at least one of vi or vi+1 is
on AT (p, b).

�

Figure 5: Proof of Lemma 2. The coloured region indi-
cates the possible positions of p.

We compare the lengths of AT (p, b) and SP (p, b) to
the Euclidean distance between p and b.

Lemma 3 The attraction trajectory can rotate an ar-
bitrary number of times around b and the length of
AT (p, b) and SP (p, b) can be arbitrarily longer than the
Euclidean distance between b and p (See Fig. 6).

Proof. Let b be a beacon which we assume is at the
origin of a plane coordinate system. Let m be an ar-
bitrary positive integer. We partition the plane into m
equal angles around b so that each angle has a degree
of θ = 2π/m (in Fig. 6, m = 16 and θ = π/8). Next
we construct a spiral shape as follows. We begin at
a point p on the negative side of the x-axis and going
counter-clockwise we draw a line segment from p orthog-
onal to the next line. We continue this process to obtain
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Figure 6: The attraction trajectory AT (p, b) and
SP (p, b) follows the polygon boundary and may rotate
an arbitrary number of times around b.

a polygonal spiral. This polygonal chain approximates
the Archimedean spiral [11]. It is straightforward to
construct a simple polygon by adding a convex chain
around the spiral as in Fig. 6. Now consider the move-
ment of p in the attraction of b. It slides along the spiral
and eventually it is attracted by the beacon. �

In order to determine the quality of the attraction
trajectory we compare its length to the length of
SP (p, b). We partition AT (p, b) into maximal sub-
paths that alternately coincide with and diverge from
SP (p, b). We then show that each maximal divergent
sub-path of AT (p, b) is at most

√
2 longer than the

corresponding part of SP (p, b).

Let u and v be points common to both SP (p, b) and
AT (p, b) such that, AT (p, b) diverges from SP (p, b) at
u and only returns to a common point at v. We call
the subpath of AT (p, b) between the points u and v the
uv fragment of AT (p, b). We use the notation F (u, v)
to denote the uv fragment of AT (p, b).

Without loss of generality we assume that the input
is oriented so that the line from the point u to the bea-
con b, denoted by Lu,b is horizontal, with u to the left
of b and v above Lu,b. We adopt a polar coordinate sys-
tem with polar reference point b, with the components
r (the distance of the point to b) and φ (the counter
clockwise angle between the axis and a line joining b to
the point). Note that SP (u, v) does not go below the
line Lu,b, because otherwise F (u, v) and SP (u, v) will
intersect before they reach v.

Lemma 4 Let F (u, v) be the uv fragment of AT (p, b)
oriented as described above. The traversal of F (u, v)

from u to v monotonically decreases in its r-coordinate
and is non-increasing in the φ-coordinate.

Proof. Note that the r-coordinate represents the
Euclidean distance between b and (the current position
of) p. Therefore by the definition of beacon model the
r-coordinate monotonically decreases.

Recall that every attraction trajectory is made up
of two types edges, pull and slide edges. Observe that
the φ-coordinate stays constant as a moving point p
is pulled along a pull edge. We complete the proof
by showing that the φ-coordinate decreases along all
slide edges. Observe that a slide edge can begin at a
vertex of polygon P or begin from a point interior to
a polygon edge. We consider each of these two cases
separately.

If a slide begins on a polygon vertex, then it does so
because there is no direct pull to b. This implies that
the φ-coordinate must decrease along the slide.

For the case where a slide begins at an interior point
we consider the closed curve obtained by concatenat-
ing F (u, v) and SP (u, v) (See Fig. 7). Observe that
this closed curve bounds a simply connected subset of
the simple polygon P . (Note: This is the crucial point
where the absence of holes in P is necessary.) Based on
the orientation assumptions, the interior of this simply
connected region lies to the left in a counter clockwise
traversal of F (u, v). Therefore, if a slide begins from a
point interior to a polygon edge again the φ-coordinate
must decrease along the slide.

�

u

v

b

Figure 7: A simple closed subset of polygon P is
bounded by concatenating F (u, v) and SP (u, v).

We have established the characteristics of a maximal
fragment of AT (p, b) that diverges from SP (p, b). Using
these characteristics we obtain an upper bound on the
length of this divergent fragment.
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Figure 8: An attraction trajectory is shown in red. Note
that we have not drawn portions of the polygon where
the sliding occurs. The green path shows a longer at-
traction trajectory than the original red one.

Theorem 5 In a simple polygon P , for any two points
b, p ∈ P , |AT (p, b)| <

√
2 |SP (p, b)|.

Proof. We partition AT (p, b) alternating between frag-
ments that are congruent to SP (p, b) and fragments that
are divergent from SP (p, b). We only need to consider
the divergent fragments. Consider one such divergent
fragment beginning at u and ending at v as given above,
and described as the uv fragment of AT (p, b). Let
F (u, v) be used to denote the uv fragment of AT (p, b).
Let |uv| denote the length of the line segment uv. As
|uv| ≤ |SP (u, v)|, it is sufficient to show that

|F (u, v)|
|uv| <

√
2.

In Fig. 8 the red path represents a fragment F (u, v)
of the attraction trajectory AT (p, b). We convert this
path to a longer one by considering each slide to end
on a right angle with the line going through b and the
end of slide (shown in green). Next we convert to an
even longer attraction trajectory by forcing each slide
to be parallel to the green ones but with an end point
located on the edge uv (shown in blue in Fig. 9). Note
that parts of the blue and the green chains that do not
collide form a trapezoid where the angle between the
two green segments is greater than π/2. This guar-
antees that the blue chain is longer than the green chain.

Now consider a triangle bounded by two adjacent blue
line segments and the portion of uv between these two
line segments. As the angle between the blue line seg-
ments is at least π/2, the total length of the blue path
is at most

√
2 times the length of uv. �

3 The length of attraction trajectory in a polygon
with holes

In this section we show that in polygons with holes, the
length of the attraction trajectory may be arbitrarily
longer that the length of the shortest path between b
and p. Fig. 10 illustrates an example with this property.

Figure 9: Converting to a longer attraction trajectory.

In this figure, holes are represented as thin spiral shapes
which are approximated by a polygonal chain similar to
the case shown in Fig. 6. The length of the shortest path
between b and p is roughly equal to the length of the
line segment bp, while the attraction trajectory slides on
each spiral portion, and therefore it can be arbitrarily
long.

Figure 10: The attraction trajectory can be arbitrarily
longer than the shortest path in a polygon with holes.

4 Conclusion

We show that the length of the attraction trajectory
is at most

√
2 of the length of the shortest path,

indicating that beacon attraction is not only inexpen-
sive to compute but also efficiently short. It remains
an open question whether this bound is tight. We
conjecture that it is tight, i.e., for any small positive
number ε, there exists a simple polygon P and points
b, p ∈ P such that

√
2−ε < |AT (p, b)| / |SP (p, b)| <

√
2.

In [10] Tan and Kermarrec present a routing protocol
which is at most 7 times longer than the shortest path.
In their paper they consider the attraction trajectory to
be at most 3 times longer than the shortest path. Our
result immediately improves their approximation ratio
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to 4+
√

2. We hope that this paper will further motivate
the use of greedy routing in various applications.
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A Competitive Strategy for Walking in Generalized Streets for a Simple
Robot

Azadeh Tabatabaei∗ Mohammad Ghodsi† Fardin Shapouri‡

Abstract

In this study, we consider the problem of walking in
an unknown generalized street or G-street, for a sim-
ple robot. The basic robot is equipped with a sensor
that only detect the discontinuities in depth information
(gaps). In the former recent researches some competi-
tive strategies for walking the robot in street polygons
have been presented. In this research we have empow-
ered the robot by adding a compass to patrol a more
general class of polygons. We present an online strategy
that generates a search path for the empowered robot
in G-streets; a more general class of polygons that con-
tains all streets properly. The empowered robot, using
the local information gathered through its sensors and
using some pebbles as marker, locates target t, starting
from a vertex s in a G-street. Length of the traveled
path by the robot is at most 9.06 times longer than the
shortest path. The competitive ratio is optimal.

1 Introduction

Exploring an unknown environment is a fundamen-
tal problem characterized by researcher in robotics,
computational geometry, game theory and online algo-
rithm [9, 12]. An autonomous mobile robot without
access to the geometry of the scene depending the in-
formation collected through its sensor moves to reach
a goal. Variants of robot models, and problems have
been studied in this context [1, 4, 7]. We are interested
in using a minimalist robot model system for walking in
unknown scene.

Our basic robot is a simple point robot with the sens-
ing model of gap sensor. At each point the robot locates
the depth discontinuities (gaps) of its visibility region in
a circularly ordered, (Figure 1). All times the robot can
track the gaps and detects each topological changes of
the gaps. These changes are the appearance, disappear-
ance, merging, or splitting of gaps which are called crit-
ical events. While the robot traverses an environment,
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†Sharif University of Technology and School of Computer Sci-
ence, Institute for Research in Fundamental Sciences (IPM), gh-
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‡Department of Computer Engineering, Qazvin Branch, Is-
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it can rotate as often as each of the critical events arises,
or a target point enters in its visibility region.

In order to measure the performance of an online
search strategy, the notation of competitive analysis is
used. The competitive ratio is the worst case ratio of
the path traveled by the robot in the unknown envi-
ronment to shortest path. Tabatabaei and Ghodsi de-
signed an online strategy for the simple robot to walk
in streets. By the strategy the robot explores a street
from a vertex s to a vertex t such that the traveled dis-
tance by the robot is at most 9 times longer than the
shortest path [15]. A street polygon is characterized by
the feature that the two boundary chains from s to t
are mutually weakly visible.

In this study, our goal is equipping the simple robot
with a smallest set of additional capabilities to empower
the robot for searching more general classes of polygons
by a competitive search strategy. So, we consider the
following extension of the simple robot. The robot car-
ries a compass that denotes to it the north, west, south
and east directions. It can moves toward the directions,
in additional to the gap tracking. Also, it can put a peb-
ble for marking anywhere. We present an online search
strategy for exploring a generalized street environment,
from a vertex s to a vertex t, for the empowered robot
with the competitive ratio of 9.06. A generalized street
is a polygon for which every point on its boundary is
visible from a point on a horizontal line segment that
connects the two boundary chains from s to t, see Fig-
ure 1.

Our robot sensing model is strongly weaker than
model of the robot in the previous research. Datta
and Icking presented an optimal online strategy with
a competitive ratio of 9.06 for searching a generalized
street [2]. Datta and Icking robot equipped with a 360
degrees vision also, it memorized the map of the scene
has seen so far while our robot using the local infor-
mation gathered through its sensor walks in the street.
The ratio of 9.06 is optimal, Lopez-Ortiz and Schuierer
have shown the lower bound of 9.06 in [9].

Related Works: Klein presented the first competi-
tive strategy for walking in streets problem for a robot
that was equipped with a 360 degrees vision system [8].
Many online algorithms for patrolling unknown environ-
ments such as street, generalized street, and star poly-
gons are proposed in [6, 10].
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Figure 1: (a) A G-street polygon. The colored region
is the visibility polygon of the point robot at the start
point s. (b) The position of discontinuities in the depth
information (gaps) reported by the sensor and directions
of the compass.

The basic sensing model (gap sensor) that our robot
is equipped with, in this study, was first introduced by
Tovar, Murrieta-Cid, and LaValle [17]. They offered
Gap Navigation Tree (GNT) as a means to record and
update the gaps seen along an exploring path. Other
researcher presented some strategies, using GNT, for
searching unknown environments [5, 11, 13]. An opti-
mal search strategy with minimum number of turns, for
the basic simple robot equipped with the gap sensor,
presented in [16].

Another minimal sensing model offered by Suri, Vi-
cari, and Widmayer [14]. They assumed that the sim-
ple robot can only sense the combinatorial (non-metric)
properties of the environment. The robot can locate
the vertices of the polygon in its visibility region, and
can report if there is a polygonal edge between them.
Despite of the minimal capability, they showed that the
robot performs many non-trivial tasks. Then, Disser,
Ghosh, Mihalak, and Widmayer empowered the robot
with a compass to solve the mapping problem in poly-
gons with holes [3].

2 preliminaries

2.1 Workspace

Generalized street polygons are considered as the robot
workspace. So, we briefly repeat its definitions, and
some of its properties. In a simple polygon P with two
vertices s and t the counter-clockwise polygonal chain
from s to t is called the right chain or Rchain, and
the clockwise one from s to t is called the left chain or
Lchain.

Defnition 1 [8] A polygon is a street polygon if each
point on the left chain is visible from at least one point
on the right chain and vice versa.

Defnition 2 [2] A chord is a horizontal line segment
inside a polygon P such that its both end points are on
the boundary of P . The chord is called an LR-chord
when it touches both the Lchain and Rchain.

Defnition 3 [2] A simple polygon in the plane is called
a generalized street or G-street if for every boundary
point p ∈ L ∪ R, there exists an LR-chord c such that p
is visible from a point on c.

Figure 1 displays an example of a G-street, and Some of
its LR-chords, the horizontal lines. Class of the gener-
alized street polygons is strictly larger than class of the
street polygons that our empowered robot explores it.

2.2 Sensing Model and Motion

From the vertex s in an unknown G-street, a simple
robot starts walking to achieve the target t. The robot
based on the local information collected by its sensor
explores the scene. The basic robot is a point robot
equipped with a sensor that detects each discontinuity
in depth information that referred as gaps. The sensor
reports a cyclically ordered location of the gaps in its
visibility region. Also, the robot assigns a label of L or R
(left or right) to each gap based on the direction of the
hidden region that is behind the gap [17], (Figure 1).
The robot can only track the gaps and detects their
topological changes. These changes are: appearance,
disappearance, merging, and splitting of gaps. The ap-
pearance and disappearance events arise when the robot
crosses the inflection rays, (at point 3 in Figure 2 gap
R − EG1 disappears). The merge and split events oc-
cur when the robot crosses a bitangent complement, (at
point 2 in Figure 2 gap L − EG1 splits).

The robot can move along a straight line towards gaps
to cover the region hidden behind it. The robot may
rotate as a critical event occurs, or as soon as the target
enters in the robot’s visibility region. By equipping the
robot with a compass, the robot is empowered; such
that it can detects and tracks the north, west, south
and east directions, see Figure 1. Also, some pebbles
are available to the robot as marker.

2.3 Main Strategy for Walking in Rectilinear G-
streets

Now, we present an online search strategy for walking
in a rectilinear G-street in which all of the edges are
either horizontal or vertical, (Figure 2). From the start
vertex s, the robot starts walking in the G-street to
reach the target t, using the information collected by the
gap sensor and the compass. The goal is to minimize
length of the search path.

In contrast with the previous research, our robot has
no access to the map of its visibility region has seen so
far, and especially angles of the region boundary. Only
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Figure 2: A rectilinear G-street, and located gaps (in
unexplored region) at points s and p. R − EGi and
L−EGi are essential gaps at point i. Colored bold path
is the robot search path (traversed path for performing
the doubling search strategy to reach the turn points is
omitted). Colored discs are the pebbles for marking the
regions that the robot comes from.

local information about the gaps location and the com-
pass directions, north, south, east and west, are avail-
able to the simple robot.

There is a reflex vertex correspond to each gap. We
refer to the horizontal chord that crosses the vertex as
a gap chord. Each gap chord divides the polygon into
three parts, or two parts as shown in Figure 2. Also,
the edge of the polygon that is collinear with the gap
chord is called as gap edge.

Defnition 4 A gap is an essential gap when the target
is hidden beyond its gap chord. If the gap is a right/left
gap it is denoted by R − EG/L − EG.

From the definition of G-street following Lemma is
straightly obtained.

Lemma 1 The target vertex t or an essential gap is
visible from some point on the horizontal line containing
the start point.

Examples of gap chord, gap edge, and essential gap are
shown in Figure 3. The important key is that the simple
robot how can distinguish if a gap is essential.

Theorem 2 While the robot searching on the horizon-
tal line, it reports an essential gap as soon as it locates
a vertical gap that is collinear with north or south di-
rections of the compass.

Proof. Assume, d is the gap chord of the detected ver-
tical gap. It divides the polygon into three parts, or two

parts. s and t must be in different parts. If they are in
the same part which contains the horizontal line, then
there is at least one point on edge of gap chord which
is not visible from any LR-chord and the polygon is not
a G-street, a contradiction. So, d is an LR-chord that
each path from s to t intersects it. Then, the vertical
gap is an essential gap. See the vertical gap detected at
point 1 in Figure 2. �

We refer to the point in theorem 2 as a turn point.
Note that at the turn point the robot detects a vertical
essential gap.

Theorem 3 If the detected gap, at the turn point is
L−EG, the first right gap which lies clockwise after the
gap is R − EG. Analogously, if the gap is R − EG, the
first left gap which lies counterclockwise after the gap is
L − EG.

Proof. Assume that at the turn point, R − EG is de-
tected, also there is a left gap clockwise after the essen-
tial gap. If the robot moves towards left direction, the
left gap will coincide with the vertical direction. So, by
definition of the essential gap, the left gap is L − EG,
see the turn point 1 in Figure 2. The other case is sim-
ilar. �

Now, by the above discussion, we can describe our al-
gorithm. At the start point the simple robot searches
on the horizontal line containing the start point. Three
cases may arise.

• If all of the detected gaps are in the left side of the
vertical line containing s, the robot moves toward
left to reach the turn point, using the compass.

• If all of the detected gaps are in the right side of
vertical line containing the start point, the robot
moves toward right to reach the turn point. For
example consider point p as start point in Figure 3.

• If there are some gaps in both sides of the vertical
line, we performs the doubling strategy; the robot
walks back and forth on the horizontal line, at each
step doubling the distance to the start point, until
the turn point is reached (start point in Figure 2).

At the turn point, from Theorem 3, the robot can
locate the other existing essential gap. Assume, the es-
sential vertical gap is R −EG; the other case is similar.
The robot moves towards the gap along the vertical di-
rection while maintaining location of L − EG. During
the walking, L−EG may disappears, also it updates as
the robot crosses over bitangent compliment of L − EG
and another left gap, see point 2 in Figure 2. The robot
continues walking along the vertical direction until the
vertical R − EG disappears.
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At the event point, the first right gap (if exits) which
lies clockwise after the movement direction is current
R − EG; by a similar argument to the proof of Theo-
rem 3. Now, at the event point, there are three cases:

1. L − EG and R − EG exist (point 3 in Figure 2).
The robot continues walking along the current ver-
tical direction while maintaining and updating the
essential gaps until the two gaps disappear (case 3
arises).

2. One of the essential gaps exists (point 2 in Fig-
ure 3). The robot continues walking along the cur-
rent vertical direction until the gap merges with
another gap, or the gap disappears. In the former
case, the robot turns and moves along the hori-
zontal direction in the region containing the gap
until achieves a turn point in which a vertical es-
sential gap is detected, (point 3 in Figure 3). In the
later case when the essential gap disappears, case
3 arises.

3. No essential gap exists (point 4 in Figure 2). The
robot puts a pebble in the region where it comes
from. Then, same as the start point, it performs
the doubling search strategy on the horizontal di-
rection in region containing its current location for
achieving a turn point. The detected essential gap
must be in a region other than the marked region
by the pebble.

Note that an especial case arises when the robot,
after finding the first turn point and moving along
the vertical direction, has to perform the doubling
strategy again for achieving the next turn point,
without any movement along a horizontal direction.
In this case, the robot resumes the previous dou-
bling strategy (point 4 in Figure 2).

The robot repeats the process until the target t is visible.
At the point, the robot, using the compass direction, can
move a long a rectilinear path to achieve the target t.

2.4 Analysis of the Algorithm

We show that our simple robot, using the local informa-
tion about location of gaps and the compass achieves the
target t starting from s in the G-street. Although our
robot is strongly weaker than Datta and Icking robot [2],
and its search path differs from the robot path, we
demonstrate the competitive ratio of our strategy is 9.06
like their strategy.

Theorem 4 Our search strategy terminates while a
search path to t is generated, starting from s in the G-
street.

Proof. At the start point, if the target is not visible to
the robot, it is hidden behind the existing gaps. The

Lchain

Rchain

pgap chord gap edge

R-EG1

R-EG2
L-EG4

1

2

3

R

p

L

4

Figure 3: Traversed path between consecutive gap
chords, the L1-shortest path.

robot searches on the horizontal line to reach an essen-
tial gap, then tracks the gap which is a correct vertical
direction. The robot continues moving a long a direc-
tion unless both of R − EG and L − EG disappear.
Then, the robot on the horizontal line searches for an-
other essential gaps, and selects again a correct vertical
direction which results in being one step closer to the
target. So, the strategy terminates. �

Lemma 5 [1] The doubling strategy for searching a
point on a line has a competitive factor of 9 which is
optimal.

Lemma 6 [9] Lower bound of the competitive factor
for each online search strategy in G-street is 9.06.

Theorem 7 Competitive ratio of our strategy is 9.06,
and this is optimal.

Proof. In order to compute the ratio, we compare
length of the generated path with L1-shortest path. As
explained in the strategy our robot always chooses a
correct vertical direction (as shown in Figure 3). For
detecting an essential gap, the robot either moves along
a correct direction or performs the doubling strategy.
So, the horizontal traversed path is most 9 times longer
than the shortest path. It means that looking for a tar-
get in a G-street is at least as hard as searching a point
on a line. So, from Lemma 5, the competitive factor of
our strategy is 9 in L1- metric. Now by an argument,
similar to the proof of the competitive factor of Datta
and Icking strategy [2], we show the competitive ratio
of our strategy is 9.06 in L2- metric. Note that the two
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paths are different. The length of the L2-shortest path
between two consecutive turn points in which the essen-
tial gaps are reported is

√
x1

2 + y1
2). By our strategy,

length of the simple robot’s path is at most 9x1 + y1.
The maximum value of 9x1+y1

x1
2+y1

2 is 9.06. Then, from
Lemma 6 our strategy is optimal.

�

3 Conclusions

In this paper, we studied the problem of walking in gen-
eralized streets for a simple point robot. The basic robot
has a minimal sensing model that can only detect the
gaps and the target in the street. We have empowered
the robot by adding a compass. The robot using local
information reported by its sensor explores the scene
while in the former research a robot that memorizes the
region has seen so far, by its complete vision system,
searches the scene. We demonstrated that, despite the
weakness in our robot system model, performance of
our strategy equals with the optimal strategy for the
stronger robot; the competitive ratio of 9.06. Proposing
a competitive search strategy for more general classes of
polygons and offering other minimal sensing model are
attractive problems for future research.
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Polynomial volume point set embedding of graphs in 3D∗

Farshad Barahimi† Stephen Wismath‡

Abstract

Two algorithms are presented for computing a point-set
embedding of a graph in 3D on a given point set with a
volume that is polynomial in the size of the graph and
the size of the point set, and with at most a logarithmic
number of bends per edge. This resolves the previously
open general 3D point set embedding problem [12].

1 Introduction

A drawing of a graph, is a mapping of each vertex to
a point in 2D or 3D Euclidean space and each edge to
a simple curve between the mapped points of its end-
points. Although 2D graph drawing has been stud-
ied extensively, there has also been some significant
progress on drawing graphs in 3D. One such model is a
3D Fary grid drawing, in which each vertex is mapped
to an integer grid point in 3D Cartesian coordinate sys-
tem and each edge is mapped to a straight line segment,
such that there is no crossing between edges or vertices.

Cohen, et al. [5] showed that it is possible to have
a 3D Fary grid drawing of any graph with n vertices
such that the volume does not exceed n× 2n× 2n. Al-
though they proved that their O(n3) result is asymp-
totically optimal for complete graphs, other classes of
graphs can be drawn in a lower volume. Calamoneri
and Sterbini [4] showed that it is possible to draw every
4-colorable graph on integer coordinates and with no
crossing in an O(n2) volume. Pach, et al. [13] showed
that for any constant r, every r-colorable graph can
be drawn crossing-free on integer coordinates in O(n2)
volume. They also showed that their result is asymp-
totically tight by showing that a balanced complete 2-
partite graph with n vertices requires Ω(n2) volume.

Bose, et al. [2] showed that the maximum number of
non-crossing edges that can be contained in anX×Y ×Z
volume is exactly (2X−1)(2Y −1)(2Z−1)−XY Z and
as a result, m+n

8 is a lower bound for the volume of a
3D Fary grid drawing of a graph with n vertices and m
edges.

Felsner, et al. [9] showed that it is possible to have a

∗Supported in part by the Natural Sciences and Engineering
Research Council of Canada.
†Department of Mathematics and Computer Science, Univer-

sity of Lethbridge, farshad.barahimi@uleth.ca
‡Department of Mathematics and Computer Science, Univer-

sity of Lethbridge, wismath@uleth.ca

3D Fary grid drawing of any outerplanar graph with n
vertices in O(n) volume, using a 3D prism. It remains
an open problem to determine if all planar graphs can
be drawn in linear volume.

Although in the above results each edge is a straight
line segment, another model of drawing graphs in 3D
introduces bends to subdivide an edge into straight line
segments. Unless otherwise specified, we assume here
that all such bend points occur at points with integer
coordinates.

Dujmović and Wood [8] showed that it is possible to
obtain a 3D crossing-free grid drawing of every graph
with n vertices and m edges in a O(n + m log q) vol-
ume and with O(log q) bends per edge, where q is the
queue number of the graph. The problem of computing
the queue number of a graph is NP-Complete [10]. Di
Battista, et al. [6] showed that the queue number of
every planar graph is O(log2 n) and based on these two
results, every planar graph can be drawn crossing-free
on integer coordinates in an O(n log log n) volume and
with O(log log n) bends per edge; they also showed that
any planar graph can thus be drawn in O(n log8 n) vol-
ume. Dujmović [7] has recently shown that the queue
number of planar graphs is O(log n), thus improving the
volume bound to O(n logn).

After acceptance of this paper, we were made aware of
a result by D. Wood [15] that uses a technique similar to
ours. Both these results were obtained independently.

1.1 Point set embedding

The class of point set embedding problems studies the
layout of graphs when a set of fixed points are given
for the location of vertices. If the mapping between
the vertices and points is specified then it is called with
mapping otherwise it is called without mapping. In the
with mapping variant of the problem the layout is de-
termined only by establishing the position of the bends,
whereas in the without mapping variant of the prob-
lem, identifying the mapping between the vertices and
the given point set, is also required.

One formulation of the two dimensional point set em-
bedding problem (2DPSE) was suggested by Meijer and
Wismath [12]:

Given a planar graph G with n vertices, V =
{v1, v2, . . . , vn}, and given a set of n distinct
points P = {p1, p2, . . . , pn} each with inte-
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ger coordinates in the plane, can G be drawn
crossing-free on P with vi at pi and with a
number of bends polynomial in n and in an
area polynomial in n and the dimension of P?

Cabello [3] considered a version of the problem where
bends are not allowed and proved that it is NP-Hard
to determine whether a planar graph has a straight-
line crossing-free drawing on a predefined set of points
when the mapping between the vertices and the points
is not specified. Pach and Wenger [14] proved that it
is possible to draw any planar graph crossing-free on
a predefined set of points with O(n2) bends per edge
where the mapping between vertices and points is fixed
(but bend points are not constrained to occur at integral
coordinates). Kaufmann and Wiese [11] proved that
it is possible to have a crossing-free drawing of every
planar graph, with at most two bends per edge where
each vertex can be positioned at any point of a set of
predefined positions, but the area of the drawing may
be exponential.

In 3D similar issues can be considered. Meijer and
Wismath [12] formulated the three dimensional point
set embedding problem (3DPSE) as follows:

Given a graph G with n vertices, V =
{v1, v2, . . . , vn}, and a set of n distinct points
P = {p1, p2, . . . , pn} each with integer coor-
dinates in three dimensions, can G be drawn
crossing-free on P with vi at pi and with a
number of bends polynomial in n and in a vol-
ume polynomial in n and the dimension of P?

In this paper without loss of generality, the bounding
box of P is assumed to range from (1, 1, 1) to (w, l, h).

In [12], this general problem is stated as an open prob-
lem and solutions to modified versions of the problem
are given. Barahimi [1], in his master’s dissertation pro-
vided two algorithms for the general problem, one of
which is presented in section 2, and the second one is
replaced by another algorithm discussed in section 3.

The first modification to 3DPSE that is considered
in [12] is to remove the polynomial volume constraint
from the problem definition. They prove that Kn can
be drawn crossing-free on any predefined set of integer
points in 3D with at most 3 bends per edge, but the vol-
ume is unbounded. The proof incrementally adds edges
to the graph. For each endpoint of each edge, a visi-
ble bend point outside the bounding box of the current
drawing is found and the endpoint is connected to that
bend. The bends found for each edge can be connected
by finding a third visible bend point and connecting
both to it. The idea of finding visible bend points is
used in the proposed algorithms in sections 2 and 3 but
the visible bend points are found in a bounded volume.

The second modification to 3DPSE that is consid-
ered in [12] is to restrict P to the XY plane and the

problem is called 3DPSEp. They proved that a graph
with n vertices and m edges can be drawn crossing-
free in 3D with vertices on a predefined set of integer
points in a W × H rectangular area of the XY plane
using O(logm) bends per edge and within a bounding
box of max(W,m) × (H + 3) × (2 + logm). To cre-
ate such a drawing, they first introduce a method to
draw a perfect matching of two sets of m points in 2D
on O(logm) tracks with O(logm) bends per edge and
no X-Crossings. An X-Crossing occurs if there are two
edges (u, v) and (w, z) such that u and w are on the
same track and v and z are both on a different track,
and u appears before w in their track but v appears af-
ter z in their track. This track layout can be converted
to 3D without any edge crossings in a box of volume of
m× 3× (1 + logm) and with O(logm) bends per edge.
This technique is also used in the first proposed algo-
rithm of this paper described in section 2. To draw an
arbitrary graph in 3D, two lines are considered and for
each edge two bend points are added, one on the first
line and one on the second line. In the first line the
order of the bends representing edges is lexicographic
meaning that edges of the vertex vi appear before the
edges of the vertex vi+1. For the second line the order
of the bends representing edges is opposite of the first
line meaning that edges of the vertex vi appear after the
edges of the vertex vi+1. The two corresponding bends
of each edge on these two lines are connected on O(log n)
tracks with O(log n) bends using the perfect matching
technique. Next another line is added for vertices of
the graph and vertices are connected to the correspond-
ing bend of their incident edges without creating any
crossings. For the 3DPSEp problem, without loss of
generality it is assumed that the vertices are ordered by
X coordinate and then by Y coordinate in case of a tie.
The vertices are placed in the Z = 0 plane. The first line
for the matching is placed at the Z = −1 plane and the
second line of the matching is put on the Z = 1 + logm
plane.

Barahimi [1], in his master’s dissertation proposed
two algorithms for the general 3DPSE problem.The
first algorithm which is also presented here creates a
drawing of volume O(m + n + w) × O(m + n + l) ×
O(log n+ h), with at most O(log n) bends per edge. A
second algorithm is proposed in this paper which fits
the drawing in a O(m+ n+ w)×O(m+ n+ l)×O(h)
volume and uses only one bend per edge.

2 The algorithm with a logarithmic number of bends
per edge

In this section an algorithm is given which will produce
a drawing of size
O(m + n + w) × O(m + n + l) × O(log n + h), with at
most O(log n) bends per edge.
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2.1 General idea

The algorithm has three phases and the general ideas
are outlined below while details follow later:

• Phase one: Consider two rectangles RA and RB

that lie in planes parallel to the XY plane. RA is
one unit in front of the bounding box of the points
in the direction of the Z axis and RB is one unit
from the back of the bounding box of the points
in the direction of the Z axis. For each edge find
two visible integer bend points, one in RA and one
in RB . Connect the first vertex of the edge to the
bend point in RA and connect the second vertex of
the edge to the bend point in RB .

• Phase two: Consider two lines LA and LB parallel
to the Y axis. LA is at least one unit in front of
RA in the direction of the Z axis and two units to
the left of RA in the direction of the X axis. LB

is one unit from the back of RB in the direction of
the Z axis and two units to the left of RA in the
direction of the X axis. Connect each bend point in
RA to a corresponding integer bend point in LA and
connect each bend point in RB to a corresponding
integer bend point in LA.

• Phase three: Each edge has two corresponding
bend points in LA and LB . If the corresponding
bend points of each edge in LA and LB are con-
nected then they form a matching. This match-
ing can be drawn crossing free using the perfect
matching technique of [12] in a bounding box of
3×m× (1 + logm).

Figure 1 shows a conceptual picture of RA, RB , LA,
LB and the bounding box of the points.

Figure 1: The conceptual picture of RA, RB , LA, LB

and the bounding box of the points.

2.2 Phase one

Let k = max(n,m). Let PA denote the plane z = h+ 1
and RA denote the rectangle going from (1, 1, h+ 1) to
(2k, 2k, h+1) in the plane PA. Let PB denote the plane
z = 0 and RB denote the rectangle going from (1, 1, 0)
to (2k, 2k, 0) in the plane PB . A point s is visible from
point t if the line segment connecting s to t does not
intersect any vertex of G or any line segment that is
previously drawn. The edges are considered one by one
in m steps. At the ith step (1 ≤ i ≤ m), the ith edge
ei, connecting vertices ui and wi is considered. Now a
visible integer bend point ai from ui is found in RA and
a line segment αi is drawn between ui and ai. Next a
visible integer bend point bi from wi is found in RB and
a line segment βi is drawn between wi and bi. At the
end of this phase each edge has one corresponding bend
point in RA and one corresponding bend point in RB .

To prove that there is always a visible integer bend
point from ui in RA, or from wi in RB , at the ith step
of this phase of the algorithm, consider that there are
only two ways that an integer bend point in RA or RB

becomes invisible from ui or wi:

1. A previously drawn line segment is between RA

and ui, or RB and wi. The previously drawn line
segment can be any of αj or βj for 1 ≤ j < i,
or αi for wi. There are at most 2k − 1 such line
segments and each line segment can make at most
2k integer points of RA or RB invisible. So this
case will make at most (2k− 1)2k integer points of
RA or RB invisible. To prove that each such line
segment connecting vertices or bend points q and
t, will make at most 2k integer points in RA or RB

invisible from a vertex v which can be ui or wi,
consider the plane Pvqt containing v, q and t. If
the plane Pvqt intersects with the plane PA or PB

the intersection will be a line. This line can contain
at most 2k integer points of RA or RB . If v, q, and
t are collinear, at most one integer point of RA or
RB is made invisible.

2. A vertex is between RA and ui, or RB and wi: This
can be any vertex other than ui or wi. Each such
vertex can make at most one integer point of RA or
RB invisible. There are at most k−1 such vertices.
So this case can make at most k − 1 integer points
of RA or RB invisible.

Subtracting the maximum number of invisible points
of both cases from the number of integer points of RA

or RB , leaves at least k + 1 visible points as shown in
equation 1.

4k2 − (2k − 1)2k − (k − 1) = k + 1 (1)
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2.3 Phase two

Let λ = max(h + 2, logm). Let LA denote the line
segment going from (−1, 1, λ) to (−1,m, λ) and let
LB denote the line segment going from (−1, 1,−1) to
(−1,m,−1).

For each bend point ai in RA, find a corresponding
integer bend point in LA called āi and draw a line seg-
ment between ai and āi. To find such corresponding
bend points, consider the integer bend points of LA in
the order of increasing Y coordinate and consider ai
integer bend points in the order of X coordinate and
in case of a tie in the order of Y coordinate, and match
them one by one. This ordering will avoid any crossings.

Similarly, for each bend point bi in RB , find a corre-
sponding integer bend point in LB called b̄i and draw
a line segment between bi and b̄i. To find such corre-
sponding bend points, consider the integer bend points
of LB in the order of increasing Y coordinate and con-
sider bi integer bend points in the order of X coordinate
and in case of a tie in the order of Y coordinate, and
match them one by one. This ordering will avoid any
crossings. At the end of this phase each edge has four
corresponding bend points, one in RA, one in LA, one
in LR and one in LB .

2.4 Phase three

Each edge ei has a corresponding bend point āi in LA

and a corresponding bend point b̄i in LB . If each āi is
connected directly to each b̄i they form a perfect match-
ing but it may introduce crossings. To avoid crossings
the perfect matching technique of [12] is used to draw
this perfect matching in 3D. Such a 3D perfect match-
ing drawing can be drawn in a bounding box of size
3 × m × (1 + logm) using the [-2,0] range of X coor-
dinates and at most O(log n) bends per edge. Also it
is notable that this phase does not use any bend point
on the two lines X = 0, Z = λ and X = 0, Z = −1,
otherwise it may introduce crossings with the line seg-
ments of the previous phase. This phase will add at
most O(log n) bends per edge, and at most three units
to the dimension of drawing in X direction.

2.5 Summary

Each phase of the algorithm does not create any cross-
ings. Each of the three phases uses different partitions
of space which will avoid crossings between the three
phases.

To find the visible points, for each vertex v, the al-
gorithm maintains a set of integer points in RA or RB

that are visible from v. The set is implemented using
a balanced binary search tree. After adding each line
segment at each step of the algorithm, for each vertex
v, the algorithm removes the integer points blocked by
that line segment from the set of visible points of v. The

algorithm has O(m · n · k · log n) time complexity and
O(nk2) memory complexity. The algorithm is summa-
rized in Theorem 1 and Algorithm 2.1. Also figure 2
shows the drawing of K5 on a given point set produced
by the proposed algorithm using software We3Graph [1].

Theorem 1 Given a graph G with m edges, and n ver-
tices, V = {v1, v2, . . . , vn}, and a given set of n distinct
points P = {p1, p2, . . . , pn} each with integer coordinates
in three dimensions, G can be drawn crossing-free on P
with vi at pi and with at most O(log n) bends per edge
and in a O(m+n+w)×O(m+n+l)×O(log n+h) volume
such that each bend has three dimensional integer coor-
dinates. The drawing can be produced in O(m·n·k·log n)
time and O(nk2) memory.

Figure 2: 3D drawing of K5 on a given point set using
the first proposed algorithm. Y axis upward and camera
looking toward the negative side of Z axis direction.

3 The algorithm with one bend per edge

In this section an algorithm is given which will produce
a drawing of size O(m+ n+w)×O(m+ n+ l)×O(h),
with exacly one bend per edge. The algorithm consid-
ers a rectangle parallel to the XY plane in front of the
bounding box of the points in the direction of the Z
axis and for each edge, finds an integer bend point in
that rectangle that is visible from both endpoints of the
edge and connects the endpoints of the edge directly to
the bend point. Here is a detailed explanation of the
algorithm.

Let k = max(n,m). Let PC denote the plane z = h+1
and RC denote the rectangle going from (1, 1, h+ 1) to
(4k, 4k, h+ 1) in the plane PC . A point s is visible from
point t if the line segment connecting s to t does not
intersect any vertex of G or any line segment that is
previously drawn. At the ith step (1 ≤ i ≤ m), the
ith edge ei, connecting vertices ui and wi is considered.
Now an integer bend point ai is found in RC that is
visible both from ui and wi. A line segment αi is drawn
between ui and ai and a line segment βi is drawn be-
tween wi and ai. Figure 3 shows a conceptual picture
of RC and the bounding box of the points.

83



CCCG 2016, Vancouver, British Columbia, August 3–5, 2016

Algorithm 2.1 The algorithm with logarithmic num-
ber of bends per edge

RA denotes the rectangle going from (1, 1, h+ 1) to
(2k, 2k, h+ 1) in the plane z = h+ 1
RB denotes the rectangle going from (1, 1, 0) to
(2k, 2k, 0) in the plane z = 0

1: λ = max(h+ 2, logm)
2: Let Sv be the set of all visible integer points from

the vertex v, in RA.
3: Let Ŝv be the set of all visible integer points from

the vertex v, in RB .
4: for all vertex v in V do
5: for all vertex v2 in V - v do
6: Remove the point in Sv or the point in Ŝv that

is blocked by v2 from v (if it exists).

7: for all edge ei = (ui, wi) in E do
8: Let ai be a point in Sui

9: Draw a line segment αi from ui to ai.
10: for all vertex v in V do
11: Remove every point in Sv and Ŝv that is

blocked by αi from v.

12: Let bi be a point in Ŝwi

13: Draw a line segment βi from wi to bi.
14: for all vertex v in V do
15: Remove every point in Sv and Ŝv that is

blocked by βi from v.

16: counter=1
17: for all αi ordered by x coordinate and in case of a

tie by y coordinate do
18: Draw a line segment between αi and the point

āi = (−1, counter, λ).
19: counter++

20: counter=1
21: for all βi ordered by x coordinate and in case of a

tie by y coordinate do
22: Draw a line segment between βi and the bend

point b̄i = (−1, counter,−1).
23: counter++

24: Use the technique of [12] for drawing a perfect
matching in 3D to connect each āi to b̄i.

To prove that there is always an integer bend point
visible from both of ui and wi in RC at the ith step
of the algorithm, consider that there are only two ways
that an integer bend point in RC becomes invisible from
ui or wi:

1. A previously drawn line segment is between RC

and, ui or wi. The previously drawn line segment
can be any of αj or βj for 1 ≤ j < i. There are
at most 2k − 2 such line segments and each line
segment can make at most 4k integer points of RC

invisible from ui and at most 4k integer points of
RC invisible from wi. So this case will make at

Figure 3: The conceptual picture of RC and the bound-
ing box of the points.

most 2(2k−2)4k integer points of RC invisible from
either of ui or wi. To prove that each such line
segment connecting vertices or bend points q and t,
will make at most 4k integer points in RC invisible
from a vertex v which can be ui or wi, consider the
plane Pvqt containing v, q and t. If the plane Pvqt

intersects with the plane PC the intersection will
be a line. This line can contain at most 4k integer
points of RC . If v, q, and t are collinear, at most
one integer point of RC is made invisible.

2. A vertex is between RC and, ui or wi: This can be
any vertex other than ui or wi. Each such vertex
can make at most one integer point of RC invisi-
ble from ui and at most one integer point of RC

invisible from wi. There are at most k − 1 such
vertices. So this case can make at most 2(k − 1)
integer points of RC invisible from either of ui or
wi.

Subtracting the maximum number of integer points
invisible from both ui and wi of both cases from the
total number of integer points of RC , leaves at least
14k + 2 visible points as shown in equation 2.

16k2 − 2(2k − 2)4k − 2(k − 1) = 14k + 2 (2)

To find the visible points, for each vertex v, the algo-
rithm maintains a set of integer points in RC that are
visible from v. The set is implemented using a 2D ar-
ray. After adding each line segment at each step of the
algorithm, for each vertex v, the algorithm removes the
integer points blocked by that line segment from the set
of visible points of v. The algorithm has O(mk2) time
complexity and O(nk2) memory complexity. The algo-
rithm is summarized in Theorem 2 and Algorithm 3.1.
Also figure 4 shows the drawing of K5 on a given point
set using the proposed algorithm.

Theorem 2 Given a graph G with m edges, and n ver-
tices, V = {v1, v2, . . . , vn}, and a given set of n distinct
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points P = {p1, p2, . . . , pn} each with integer coordi-
nates in three dimensions, G can be drawn crossing-free
on P with vi at pi and with exactly one bend per edge
and in a O(m+ n+ w)×O(m+ n+ l)×O(h) volume
such that each bend has three dimensional integer coor-
dinates. The drawing can be produced in O(mk2) time
and O(nk2) memory.

Algorithm 3.1 The algorithm with one bend per edge

RC denotes the rectangle going from (1, 1, h+ 1) to
(4k, 4k, h+ 1) in the plane z = h+ 1

1: Let Sv be the set of all visible integer points from
the vertex v, in RC .

2: for all vertex v in V do
3: for all vertex v2 in V - v do
4: Remove the point in Sv that is blocked by v2

from v (if it exists).

5: for all edge ei = (ui, wi) in E do
6: Let ai be a point in both Sui

and Swi

7: Draw a line segment αi from ui to ai.
8: Draw a line segment βi from wi to ai.
9: for all vertex v in V do

10: Remove every point in Sv that is blocked by αi

or βi from v.

Figure 4: 3D drawing of K5 on a given point set us-
ing the second algorithm. Y axis upward and camera
looking toward the negative side of Z axis direction.

4 Comparison of the two algorithms

While the second algorithm, with lower number of bends
per edge provides an equal or better asymptotic volume,
the first algorithm with a better asymptotic running
time for dense graphs, might result in lower exact vol-
ume since it uses two 2k × 2k rectangles instead of one
4k × 4k rectangle to find visible integer bend points.

5 Conclusions and open problems

Two algorithms were presented to answer a previously
raised question in the 3D graph drawing literature. Al-
though the algorithms run in polynomial time, improv-
ing the practical and asymptotic runtime performance
should be considered. Also, although the algorithms
produce drawings in 3D without crossings, edges can be
very close, thus finding an algorithm which can guar-
antee a particular minimum distance between edges or
vertices is another area which can be investigated.
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Boundary Labeling with Obstacles

Martin Fink∗ Subhash Suri∗

Abstract

Boundary labeling is a map labeling technique in which
annotations (text labels) are placed along the map bound-
ary, rather than inside the map next to the target sites;
each label is connected to its target site via a line, called
the leader. When many sites in a small area require
annotation, boundary labeling can significantly reduce
clutter. In this paper, we explore the boundary labeling
problem under the natural constraint that the leaders
of different labels do not cross each other and they must
also avoid a prescribed set of obstacles in the map—the
obstacles may be predefined labels of high priority or
important map features that should not be obscured by
the leaders. We present dynamic-programming-based
polynomial-time algorithms for optimizing labelings for
different leader styles. We also show how to extend our
algorithms to the case where areas rather than points
are labeled; this is possible as long as the labeled areas
are obstacles for all other leaders.

1 Introduction

We are given a rectangular map showing, e.g., part of
a city including labels of streets and landmarks. As
an overlay to this map we want to present points of
interest (POIs) such as restaurants, shops, or museums
to a user. As such sites are often close to each other it
is not possible to simply place labels on the map due
to the limited space. Hence, we place the labels on the
boundary (but outside) of the map. We connect each
label by a line (called leader) to its site and try to avoid
crossings of leaders as well as intersections of leaders and
labels on the map.

Problem Definition. Our input map is an axis-aligned
rectangle R. We are further given a set P of points
inside R, for each point p ∈ P a label l(p), and a set O
of obstacles as rectangular polygons. We want to find a
drawing in which each label is placed on the boundary
outside rectangle R and connected by a leader to its
point such that the leaders do not cross and no leader
intersects an obstacle.

Different styles for the leaders can be used; see Fig. 1.
Apart from straight-line segments, rectangular polylines

∗Department of Computer Science, University of California,
Santa Barbara, {fink|suri}@cs.ucsb.edu
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Figure 1: Different leader styles for boundary labeling.

with one (po-style) or two (opo-style) bends are common.
Also leaders with a horizontal segment connected to the
label and a diagonal segment connected to the point
have been used (do-style). Furthermore, curved leaders
are possible. A further distinction of problem variants is
based on the placement of labels. While theoretically all
four sides of rectangle R can be used for placing labels,
the horizontal label text and the smaller height of the
labels lead to a preference for using only the left and the
right boundary for label placement.

Often, the positions of labels are further restricted
by predefining a set of n (e.g., equally spaced) candi-
date positions for placing the labels on the boundary.
Since in the presence of obstacles, this can easily lead
to instances without a crossing-free solution, we do not
follow this restriction. Instead, we allow labels to be
freely distributed (without overlapping) along only the
right (1-sided version) or both the left and the right side
(2-sided version) of the boundary. We assume that each
leader is connected to the center of its labels boundary.

Previous Work. Boundary Labeling has been intro-
duced by Bekos et al. [4]. They considered straight-line
and rectilinear leaders (po- and opo-styles) and tried to
minimize total leader length or total number of bends.
Later, also cases such as do-style leaders [2] or leaders
connected to multiple points [1] were considered.

On the other hand, there is little work on treating
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Table 1: Runtimes for leader length minimization.

style opo po do straight

1-sided O(n11) O(n7) O(n8) O(n11)

2-sided O(n27) O(n15) O(n21) O(n27)

obstacles, which are normally just ignored. Bekos et
al. [3] tried combining labels on the map with boundary
labeling. They did, however, not distinguish different
types of label that have to be placed internally or on
the boundary; that is, intersection of leaders and labels
can be avoided by moving an intersected internal la-
bel to the boundary. Benkert et al. [5] presented a
polynomial-time algorithm for boundary labeling in the
po- or do-style (see Fig. 1b and 1d, respectively) that
allows to optimize quality measures for the leaders, e.g.
the total leader length or the number of bends. Their
approach is flexible enough to work with general quality
measures for a single leader which could also take the
underlying map into account, as the authors mention,
although this has not been tried so far. As a starting
point, this could also be used to forbid intersections with
obstacles by making such leaders expensive; however,
note that their work uses the restricted model in which
the n candidate label positions are part of the input.

For a strongly restricted version of boundary label-
ing (po-leaders and congruent, axis-aligned rectangular
obstacles), Löffler and Nöllenburg [6] developed an algo-
rithm that labels the input points such that the minimum
number of obstacles is intersected.

Our Results. While the presence of obstacles could
potentially make boundary labeling hard, we show that
boundary labeling with obstacles can be solved in poly-
nomial time if all points’ labels have the same height.
This holds both in the case where all labels must be
placed on the same side of the boundary (one-sided) and
in the case where both the left and the right boundary
can be used for placing labels (two-sided). For straight-
line leaders, po-leaders, opo-leaders, and do-leaders, we
can decide whether a feasible crossing-free solution that
avoids all obstacles exists, both for the one-sided and
the two-sided case. Similarly, we can integrate minimum
distance constraints between leaders and between leaders
and obstacles, and also minimize the total leader length.

Although the different leader styles can be handled
similarly, the runtimes vary since the leaders have dif-
ferent complexity. The resulting runtimes for different
leader styles are as shown in Table 1; the input complex-
ity n is the total number of points and obstacle vertices.
Opo-leaders naturally require a higher runtime than po-
or do-leaders due to their higher complexity. Note that
in contrast to previous works that use opo-leaders, we
actually make use of the flexibility for placing the middle

Table 2: Runtimes with fixed label positions.

style opo po do straight

1-sided O(n8) O(n4) O(n5) O(n5)

2-sided O(n21) O(n9) O(n15) O(n15)

segment within the drawing region, which helps us route
leaders around obstacles. Straight-line leaders require
the same runtimes as opo-leaders. On the first look,
this seems surprising since straight-line leaders are the
least complex shapes. However, at closer analysis, it
turns out that straight-line leaders make it necessary to
consider a higher number of candidate y-coordinates for
label placement, which increases the complexity. Our
algorithms can also be applied for the case that n (or
O(n)) candidate label positions are part of the input. In
this case, the runtimes decrease; see Table 2.

We also considered the case where one wants to label
(polygonal) regions instead of points. As long as each
region also acts as an obstacle for all other leaders, we
can still solve the different problem variants efficiently,
yet with slightly increased runtimes.

On the other hand, boundary labeling with obstacles
is NP-hard if labels can have different sizes, even if all
labels must be placed on the same side of the boundary
and even if there is only a single rectangular obstacle.
Note that a similar hardness result holds for classic
boundary labeling without obstacles, but only for the
two-sided case, where two opposite sides of the boundary
rectangle are used for placing labels.

2 One-Sided Boundary Labeling with Obstacles

We now show that one-sided boundary labeling with
obstacles can solved in polynomial time using dynamic
programming. We present our result in detail for the
opo-leader style and then explain how to generalize it
to other leader styles. We use the total leader length as
the optimization criterion.

We first discretize the search space by showing that
considering a polynomial set of x- and y-coordinates for
label positions and leader segments suffices. We first
assume that labels can come infinitesimally close without
overlapping. Clearly, we have to take all x-coordinates
of points as well as vertices of rectangular obstacles
into account for the middle segments of leaders. Sim-
ilarly, all y-coordinates of points and obstacle vertices
are candidates for label positions. Additionally, in order
to minimize the leader length, labels can be “stacked”
above or below a leader at such a coordinate; see Fig. 2.
This gives rise to up to 2n additional positions with dis-
tance h (the label height) between neighboring positions.
We now show that this set of coordinates is sufficient.

Lemma 1 Let X and Y ′ be the sets of x- and y-
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Figure 2: 1-sided labeling.

p1

p2

pl

Figure 3: Split subinstance.

coordinates, respectively, of points and obstacle vertices;
let Y = {y + k · h | y ∈ Y ′,−n ≤ k ≤ n}. If there is a
crossing-free solution, then there is an optimal solution
in which all x-coordinates of middle leader segments are
in X and all y-coordinates of labels are in Y .

Proof. We apply transformations to a given optimal
solution that leave it crossing-free and do not increase
the total leader length. First, we simultaneously move all
middle leader segments to the left (which does not change
the total leader length). We stop moving a segment if
it reaches an x-coordinate in X or if it touches another
middle segment; it is easy to see that the latter implies
that we have reached a coordinate in X.

Now, we try to move the label positions while main-
taining a crossing-free solution, so that the leader length
is minimized. That means that a leader that is above
its point is moved downwards and a leader that is be-
low its point is moved upwards. We stop if we reach
a y-coordinate of a point or obstacle vertex, or if we
touch another label. If in the end there are coordinates
not in Y , there must be some stacks of labels touching
each other and none of the labels in each stack has the
y-coordinate of a point or an obstacle vertex. If the
stack has more labels that should be moved upwards
or more that should be moved downwards, we move
the whole stack in this direction, thus minimizing the
leader length. On the other hand, if the number of labels
that should be moved upwards and downwards are the
same, we arbitrarily choose a direction. If during this
process two stacks touch each other, we merge them
and decide again in which direction to move the whole
stack. Eventually, we reach a situation in which each
stack has a label whose y-coordinate is the y-coordinate
of a point or an obstacle vertex. Since the labels in the
stacks touch, this means that all labels of the stack have
a y-coordinate in Y . �

From now on, we can focus on the restricted problem
of finding an optimal solution with x- and y-coordinates
in X and Y , respectively. Since |X| = O(n) and |Y | =
O(n2) and each leader can be described by its point, the
x-coordinate of the middle segment, and the y-coordinate
of the label, there are O(n4) potential leaders. In O(n5)
total time, we can precompute for each of them the
length and a possible intersection with an obstacle; in

the latter case we set the length to +∞. (Note that this
precomputation could be sped-up to O(n4) total time).

The dynamic program is based on subinstances
bounded by an upper leader and lower leader; see Fig. 3.
All points in the area enclosed by upper and lower leader
and lying right of both leaders’ points must be connected
to a label within the subinstance in any crossing-free
solution. Hence, the optimum cost of labeling points
within the subinstance is independent of anything out-
side. We try all possible leaders connecting the leftmost
point pl of the subinstance to its label; each such leader
splits the subinstance into two new subinstances; see
Fig. 3. Let the upper leader be the one connecting p1
to a label at y = y1 with x1 as the x-coordinate of the
middle segment; similarly, let the lower leader be de-
scribed by p2, y2, and x2. Let cost[p1, x1, y1, p2, x2, y2]
be the total leader length of an optimal solution for
the subinstance, or +∞ if no crossing-free solution
exists. Let left[p1, x1, y1, p2, x2, y2] = pl be the left-
most point in a subinstance; if there is no point in
the subinstance, we set left[p1, x1, y1, p2, x2, y2] = ∅ and
cost[p1, x1, y1, p2, x2, y2] = 0. Then,

cost[p1, x1, y1, p2, x2, y2] = min
{

cost[p1, x1, y1, pl, x, y]

+ cost[pl, x, y, p2, x2, y2] + c[p1, x1, y1, p2, x2, y2, x, y]

| pl = left[p1, x1, y1, p2, x2, y2], x ≥ x(pl), x ∈ X,

y1 ≤ y ≤ y2, y ∈ Y
}
,

where c[p1, x1, y1, p2, x2, y2, x, y] is the cost of the leader
from pl to the label position at y-coordinate y with the
vertical segment at x-coordinate x in the subinstance.
This cost is +∞ if the leader intersects with an obstacle
or with the leaders of p1 or p2.

By placing dummy points and leaders above and below
the instance, we create an entry in table cost that in the
end contains the cost of an optimal solution. Instances
with no unlabeled point get cost 0. For any other in-
stance, there are O(|X| · |Y |) = O(n3) possible leaders
for pl to be taken into account. Since leader length and
intersection with obstacles were precomputed, we only
have to check for intersections with p1 and p2’s leaders,
which takes only constant time. Hence, each entry is
computed in O(n3) time. Since there are O(n8) entries,
the total runtime is O(n11).

Theorem 2 We can compute a length-minimal one-
sided opo-labeling with unit-height labels in O(n11) time.

Other Leader Styles. For other leader styles, we can
use essentially the same dynamic program; we have
to adjust the representation of possible leaders—with
impact on the runtime—by developing new versions of
Lemma 1; see Appendix A.
• po-leaders are opo-leaders with the middle segment

fixed to the point’s x-coordinate. For Lemma 1,
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we get the same set of |Y | = O(n2) possible label
coordinates. This reduces both the complexity of
the subinstances’ (by a factor of Θ(n2)) and the
number of possible leaders for pl (by Θ(n)). We can
further decrease the complexity of a subinstance
due to the following observation: Since the vertical
segments are at the point’s x-coordinate, the new
leader of the leftmost point cannot interfere with
previous vertical segments. It suffices to encode the
y-coordinates of the labels and one of the leaders’
points (the one more to the right) so that the left-
most point in the subinstance is specified. Hence,
the total runtime is O(n7).
• do-leaders are very similar to po-leaders (being

a generalization of them). The new version of
Lemma 1 requires a slightly refined proof, but the
result stays the same. We can also optimize do-
leaders in O(n8) time. The above improvement to
O(n7) does not generalize to do-leaders.
• Somewhat surprisingly, straight-line leaders require

the same complexity as opo-leaders. The reason is
that the number of possible y-coordinates of labels
increases to O(n3): When minimizing the length of
a single leader, we end up in a situation where the
leader leaves the point and touches another point or
an obstacle—or the leader is a horizontal segment.
This gives rise to O(n2) possible label positions;
stacks of touching labels increase this number to
O(n3). Since this affects both the complexity of
subinstances and the number of possible leaders for
pl, we get a total time complexity of O(n11).

3 Two-Sided Boundary Labeling with Obstacles

The two-sided case is more complex than the one-sided
case, but still can be solved using dynamic programming.
Again, we focus on opo-leaders and then show how to
extend the result to other leader styles.

First, we show that the sets X and Y of possible coor-
dinates for middle segments of leaders are still sufficient.

Lemma 3 Let X and Y ′ be the set of all x- and y-
coordinates, respectively, of points and obstacle vertices
(and 0); let Y = {y + k · h | y ∈ Y ′,−n ≤ k ≤ n}. If
there is a crossing-free solution, then there is an optimal
solution in which all x-coordinates of middle segments
are in X and all y-coordinates of labels are in Y .

Proof. Again, we slightly modify a given an optimal
solution—without increasing the total leader length—so
that we get a new optimal solution using only the de-
sired coordinates. Again, we start by moving all middle
segments of leaders to the left; this time we stop moving
also if we reach x = 0, i.e., the left boundary.

When moving labels in the second step, it can now
happen that two segments adjacent to labels of different

l

lleft
pleft

pright

lright

lsplit

Figure 4: Splitting a 2-sided subinstance.

sides touch and can only be moved in the same direction.
We extend stacks of labels that must be moved together
to include this case. As before, we always move all
labels of a stack in a direction that does not increase
the total leader length, merging stacks if they touch.
Eventually, we end up with a situation in which at least
one label per stack has the y-coordinate of a point or an
obstacle vertex; all other labels of the stack then have a
y-coordinate in Y . �

We now must extend the dynamic program to take care
of the two-sided case. We use the main idea of Benkert
et al. [5] for the subdivision; however, notice that in the
work of Benkert et al. the number and location of label
positions was part of the input.

Consider a crossing-free solution for a two-sided in-
stance. If we can find a vertical line l through the draw-
ing region such that no leader of the instance crosses l,
then we know that all points left of l must be connected
to the left boundary and all points right of l must be
connected to the right boundary. Hence, l separates the
instance into two one-sided subinstances. On the other
hand, if there is no such crossing-free l, there must be at
least one vertical line l that crosses at least one leader
connected to either boundary. Especially, there are two
leaders whose crossings with l are next to each other and
that are connected to labels on different boundaries; see
Fig. 4. Assume that these are a leader lleft connecting
point pleft to a label on the left boundary and leader
lright connecting pright to a label on the right boundary.
We split the instance by a polyline lsplit as follows: First,
lsplit follows lleft until it intersects with l; then, lsplit fol-
lows l down (or up) to the intersection with lright; finally,
lsplit follows lright to the right boundary.

Line lsplit splits the subinstance horizontally into two
(smaller) subinstances. Note that labels and leaders can
overlap with lsplit; however, this is only possible from
one of the subinstances for each boundary, and the shape
of lsplit makes it clear for which side.

There are O(n4) possibilities for each of the leaders lleft
and lright. Furthermore, the line l is at an x-coordinate
in X or between two consecutive elements of X. Hence,
the complexity for describing lsplit is O(n9). For each of
the O(n18) subinstances described by an upper line l1split

89



CCCG 2016, Vancouver, British Columbia, August 3–5, 2016

and a lower line l2split, we have to try O(n9) possibilities
for lsplit to split the subinstance into two subinstances.
For any subinstance containing only a single point, we
try to connect that point optimally (in O(n3) time since
we precomputed the length and obstacle intersection of
each possible leader).

Theorem 4 We can compute a length-minimal two-
sided opo-labeling with unit-height labels in O(n27) time.

Other Leader Styles. po-leaders are a special case of
opo-leaders with lower complexity. The upper and lower
line separating an instance have a complexity that is
lower in the order of O(n4); there are fewer possibilities
for subdiving by a splitting line, by the same factor.
Hence, the total complexity for leader length minimiza-
tion with po-leaders is O(n15).

The diagonal segment of do-leaders can intersect with
the vertical part of upper and lower bounding line.
Hence, both have a complexity higher by a factor of
O(n2) compared to po-leaders. The same holds for the
splitting line. Therefore, the runtime for two-sided do-
leaders is O(n21).

Straight-line leaders, again need the same complexity
as opo-leaders: There are O(n4) possible straight-line
leaders, same as the number of possible opo-leaders.
This carries over to bounding and splitting lines, whose
complexity is O(n9) in both cases.

4 Area Labeling

Connected to labeling points in the presence of obstacles—
usually representing areas of the map—is the general-
ization of labeling polygonal areas. If the areas that
are to be labeled act as obstacles for all leaders except
their own, then our dynamic program for the one-sided
case can be adjusted. The main ideas are the same,
only proving that a discrete set of coordinates suffices
for representing optimal solutions becomes a bit differ-
ent. Since a region acts as an obstacle for all leaders
except its own the region is never split between two
subinstances. However, if we allow leaders to cross re-
gions, this splitting could happens, with the consequence
that the subinstances would not be independent, thus
making the dynamic program fail.

For the same reason, even if regions act as obstacles, a
generalization of the two-sided algorithm fails at the first
glance: The upper and lower bounding lines are not just
leaders, but also contain a vertical segment connecting
two leaders. Such a segment may very well intersect
an area completely, without yielding any information
on which part of the area will be connected to a label;
the two parts lie in different subinstances, thus making
it impossible to solve the subinstances independently.
Fortunately, we can solve that problem: When splitting

l

Figure 5: Splitting a 2-sided subinstance of labeled areas.

a solution with labels on both sides, we consider the
regions as extensions of their leaders; see Fig. 5. Doing
so, we find a vertical line l with two intersections with
leaders—or their areas—that are connected to different
sides. A different intersected region would break the
adjacency between the defining leaders (or their areas);
this means that the vertical segment cannot intersect
with any area, and every area lies in a unique subinstance.
The obvious—possible—exception are regions defining
the separator; however, the separators’ shape makes
it clear which subinstance they belong to, making the
subinstances independent.

Complexity. The runtime increases slightly for area
labeling. The labeled area no longer fixes where the
leader ends; that may be any point in the area. Hence,
for describing leaders, we must specify the y-coordinate
of the leader segment adjacent to the area for opo-leaders.
This y-coordinate fixes also the area; it is the first area
that is intersected by extending the segment. Therefore,
it is no longer necessary to specify the area. For po-
leaders, we now specify the x-coordinate of the vertical
segment instead of the area; additionally, we indicate
whether the segment connects to an area above or below
the first leader segment.

By extending the analysis of Lemma 1 and Lemma 3—
with similar movement operations for the respective
segments—it is easy to show that it suffices to consider
coordinates of area or obstacle vertices. In both cases,
the complexity for describing a single leader—bounding
a subinstance—stays the same; however, the number
of possible leaders for connecting the leftmost area in
the subinstance is increased by a factor of n. The new
runtime is O(n12) for opo-leaders and O(n8) for po-
leaders in the one-sided cases. In the two-sided cases,
the runtimes are still O(n27) and O(n15), respectively.

The case of do-leaders is essentially the same as po-
leaders, just that instead of the vertical segment, the
x-coordinate of the leader’s bend and the direction of
the diagonal (up or down) are used for describing the
leader. Analogously to labeling points, both versions are
a bit slower than for po-leaders; hence, we can solve area
labeling with do-leaders in O(n9) time in the one-sided
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Figure 6: Reduction from Partition.

case and in O(n21) time in the two-sided case.

For straight-line leaders, there are O(n3) possible y-
coordinates for labels, determined by pairs of vertices of
obstacles and areas. A leader is described by the label
position and its slope—given by a vertex of the area
or an obstacle; hence, there are O(n4) possible leaders.
The runtime requirement is the same as for opo-leaders.

5 NP-Hardness for Non-Uniform Label Height

We now consider the case of non-uniform label heights.
Even without obstacles, the two-sided version is known
to be NP-hard for basically all leader styles by a simple
reduction from the Partition problem [4]. We show
that in the presence of obstacles—in fact, just a sin-
gle obstacle—boundary labeling with non-uniform label
heights is NP-hard even in the one-sided case. Again,
this can be proved by a pretty straightforward reduction
from Partition; we present the result for po-leaders,
but other leader styles are hard by only slight modifica-
tions of our reduction.

Assume that we have an instance of Partition in
the form of a set S = {a1, a2, . . . , an} ⊆ N. Let X =
1/2 ·∑n

i=1 an; the task is to decide whether there is
a subset A ⊆ S of the numbers such that

∑
a∈A a =∑

b∈S\A b = X. For each number ai, we create a point pi
whose associated label height is ai. The points are placed
in the middle of drawing region, with ordered from left
to right. The idea is to place an obstacle in the middle
of the right boundary so that it is split into two gaps
of height X. However, this does not take into account
that of the labels placed right next to the obstacle, the
upper or lower half can be behind the obstacle, with the
effect that the gaps no longer have equal height. We
work around this problem as follows; see Fig. 6 for an
example. We add two points b1 and b2 with associated
label height 2X each, and place an obstacle of height
2X in the middle of the right boundary, where the map
has height 6X. We claim that we can label all points if
and only if there is a partition of the numbers.

First, assume that there is a crossing-free labeling of
the points (with any leader style). Neither of the two

gaps is large enough to accommodate the labels for both
b1 and b2, these two labels must lie in different gaps, as
shown in Fig. 6. As a result, there remains total height
at most X in each gap. Since the total height of labels
sums up to 2X, all available vertical space must be used
for labels, and the assignment of labels to the two gaps
above and below the obstacle immediately gives rise to
a feasible partition of P .

On the other hand, assume we have a set A ⊆ P with∑
a∈A =

∑
b∈P\A b = X. We assign the label of each

point corresponding to an element of A to the upper
gap, and the label of each point corresponding to P \A
to the lower gap; b1 is assigned to the upper and b2 to
the lower gap. The labels of the upper gap are ordered
from top to bottom according to the left-to-right order
of their points, which already fixes their coordinates;
similarly, the labels of the lower gap are ordered from
top to bottom according to the order from right to left of
their points; see Fig. 6. It is easy to see that this leads to
a crossing-free labeling of all points for all leader styles
(for opo-leaders, we simply us the restricted po-style).

Theorem 5 One-sided boundary labeling with obstacles
and non-uniform label height is NP-hard.
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bricks with orthogonal laser beams: A first step
towards internal/external map labeling. In CCCG’10,
pages 203–206, 2010.

91



CCCG 2016, Vancouver, British Columbia, August 3–5, 2016

Appendix
A One-Sided Boundary Labeling with Obstacles –

Variants

Lemma 6 Let Y ′ be the set of y-coordinates
of points and obstacle vertices and let Y =
{y + k · h | y ∈ Y ′,−n ≤ k ≤ n}. If the instance
has a crossing-free solution with po-leaders, then there
also exists an optimal solution in which all y-coordinates
of labels are elements of Y .

Proof. We interpret the po-leaders as opo-leaders and
apply the same transformation as in the proof of
Lemma 1. Since the vertical segments are already on
x-coordinates of points, they are not moved at all. The
labels, however, end up at y-coordinates of Y . �

Lemma 7 Let Y ′ be the set of y-coordinates
of points and obstacle vertices and let Y =
{y + k · h | y ∈ Y ′,−n ≤ k ≤ n}. If the instance
has a crossing-free solution with do-leaders, then there
also exists an optimal solution in which all y-coordinates
of labels are elements of Y .

Proof. We assume we are given an optimal solution.
We move the labels (and the horizontal leader segments)
as we did in the proof of Lemma 1 so as to not increase
the total leader length. Note that this movement im-
plies shortening/lengthening the horizontal and diagonal
segments accordingly.

We must stop moving a leader if its horizontal segment
touches a point or a vertex of an obstacle, or if the label
touches another label. In the former cases, we are done.
In the latter case, we proceed as we did for opo- and
po-leaders by building stacks of labels and moving them
together. In the end, each stack will have a label at the
y-coordinate of a point or an obstacle vertex, meaning
that all labels in the stack are in Y . �

Lemma 8 Let Y ′ be the set of all y-coordinates
at which a straight-line defined by either two in-
put points or by an input point and an obstacle
vertex intersects the right boundary. Let Y =
{y + k · h | y ∈ Y ′ and − n ≤ k ≤ n}. If the instance
has a crossing-free solution with straight-line leaders,
then there also exists an optimal solution in which all
y-coordinates of labels are elements of Y .

Proof. Again, we start with a given crossing-free solu-
tion and transform it by moving labels up and down so
that the total leader length does not increase. If we can-
not move a label because the leader would then intersect
another leader or an obstacle, the leader’s label must
have a y-coordinate in Y ′ ⊆ Y . On the other hand, it
can also happen that we cannot move a leader because its

label touches another label. We then proceed by forming
stacks of labels that are moved together. Eventually,
each stack has at least one label with y-coordinate in
Y ′, which means that all the labels’ y-coordinates are in
Y . �
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On the Biplanar Crossing Number of Kn

Stephane Durocher∗ Ellen Gethner† Debajyoti Mondal‡

Abstract

The crossing number cr(G) of a graph G is the minimum
number of edge crossings over all drawings of G in the
Euclidean plane. The k-planar crossing number crk(G)
of G is min{cr(G1) + cr(G2) + . . .+ cr(Gk)}, where the
minimum is taken over all possible decompositions of G
into k subgraphs G1, G2, . . . , Gk. The problem of com-
puting the crossing number of complete graphs, cr(Kn),
exactly for small n and bounding its value for large n
has been the subject of extensive recent research. In this
paper we examine the biplanar crossing number of com-
plete graphs, cr2(Kn). Since 1971, Owens’ construc-
tion [IEEE Transactions on Circuit Theory, 18(2):277–
280, 1971] has been the best known construction for
biplanar drawings of Kn for large values of n. We pro-
pose an improved technique for constructing biplanar
drawings of Kn, which reduces the lower order terms of
Owens’ upper bound. For small fixed n, we show that
cr2(K10) = 2, cr2(K11) ∈ {4, 5, 6}, and for n ≥ 12, we
improve previous upper and lower bounds on cr2(Kn).

1 Introduction

A drawing of a graph G on R2 is a mapping of each
vertex of G to a distinct point in R2 and each edge of G
to a simple continuous curve between its corresponding
endpoints. Throughout the paper we assume that the
drawings are nice, i.e., the interiors of edges do not pass
through vertices, edges may create crossings but do not
touch otherwise, and finally, no three edges cross in a
point. The crossing number of G is the smallest integer,
denoted by cr(G), such that G admits a drawing with
cr(G) edge crossings.

Determining the crossing numbers of complete graphs
is one of the most studied problems in combinatorial
geometry (e.g., [2, 4, 8, 15, 18, 19]). The problem
of determining cr(Kn), i.e., the crossing number of a
complete graph with n vertices, has been studied since
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the early 1960s [11, 12, 21]. From that time it was
known [11] that cr(Kn) is bounded from above by Zn,
where Zn = 1

4

⌊
n
2

⌋ ⌊
n−1
2

⌋ ⌊
n−2
2

⌋ ⌊
n−3
2

⌋
. Given a com-

plete graph of n vertices, there are several construction
techniques [9] to produce a drawing of the graph with
exactly Zn crossings. In fact, it is conjectured that the
equality cr(Kn) = Zn holds in general [12, 21]. Pan
and Richter [17] showed that the conjecture holds for
the case when n ≤ 12.

The definition of crossing number naturally extends
to an arbitrary number of planes. Given a graph
G = (V,E), the k-planar crossing number crk(G) of G
is equal to min{cr(G1) + cr(G2) + . . .+ cr(Gk)}, where
the minimum is taken over all possible decompositions
of G into k subgraphs Gi = (Vi, Ei), 1 ≤ i ≤ k, such
that V = {V1 ∪ . . . ∪ Vk} and E = {E1 ∪ . . . ∪ Ek}. In
1971, Owens [16] showed that cr2(Kn) is bounded from
above by Wn, where Wn =





Zdn/2e + Zbn/2c + n2(n−4)(n−8)
384 , if n = 4m.

Zdn/2e + Zbn/2c + (n−1)(n−3)2(n−5)
384 , if n = 4m+ 1.

Zdn/2e + Zbn/2c + n(n−2)(n−4)(n−6)
384 , if n = 4m+ 2.

Zdn/2e + Zbn/2c + (n+1)(n−3)2(n−7)
384 , if n = 4m+ 3.

A rich body of research examines the asymptotic
behaviour of the k-planar crossing numbers of com-
plete and complete bipartite graphs [3, 20], and there
have also been significant efforts to determine tight
bounds on biplanar crossing numbers for these classes
of graphs [6, 7, 10]. While tight bounds for cr(Kn)
are known for n ≤ 12 [11, 17], the value of cr2(Kn) is
known only when n ≤ 9, i.e., cr2(Kn) = 0 if n < 9, and
cr2(K9) = 1 [14]. In a survey on the biplanar crossing
number, Czabarka et al. [6] posed an open question that
asks to determine cr2(Kn) when n is small.

A 1-page drawing Γ of G is a drawing of G on the Eu-
clidean plane such that all the vertices lie on a circle C in
Γ and the edges that do not belong to the boundary of C
lie interior to C. The 1-page crossing number ν(G) of G
is the minimum number of crossings over all the 1-page
drawings of G. The k-page crossing number νk(G) of G
is min{ν(G1)+ν(G2)+. . .+ν(Gk)}, where the minimum
is taken over all possible decompositions of G into k sub-
graphs G1, . . . , Gk, and the order of vertices along C is
the same for all these subgraphs. Observe that a 2-page
drawing of Kn with t crossings determines a drawing of
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Kn into a single plane with exactly t crossings1. Recall
that the currently best known upper bound on cr(Kn)
is Zn. Several studies proved that ν2(Kn) = Zn for dif-
ferent values of n [5, 8, 9], and very recently Ábrego et
al. [1] proved the equality for every n ∈ Z+. However, it
is still unknown whether cr(Kn) is strictly smaller than
ν2(Kn), i.e., we only know that cr(Kn) ≤ ν2(Kn) = Zn.

An analogous relationship between the k-planar cross-
ing number and 2k-page drawings of Kn is crk(Kn) ≤
ν2k(Kn). Interestingly, we observe that Wn, which is
the best known upper bound on cr2(Kn) for large val-
ues of n, is equal to the best known upper bound [9]
on ν4(Kn), when n = 4m for some m ∈ Z+; see Sec-
tion 2. However, the equality does not hold in general
since cr2(K9) = 1 < ν4(K9) = 3 [9].

In this paper we propose an improved technique
for constructing biplanar drawings, which reduces
Owens’ [16] upper bound on cr2(Kn). Although the
improvement is obtained by a slight modification of the
Owens’ construction, this is interesting since no such
perturbation is known that can improve the conjec-
tured value of cr(Kn). For small fixed n, we show that
cr2(K10) = 2, cr2(K11) ∈ {4, 5, 6}, and for n ≥ 12, we
improve previous upper and lower bounds on cr2(Kn).

2 Technical Details

De Klerk et al. [9] gave a generalized construction for
k-page drawings of complete graphs. For some cases,
e.g., when n = 4m and m ∈ Z+, their upper bound
on 4-page crossing number (thus the biplanar crossing
number) of Kn, matches exactly the upper bound ob-
tained by Owens [16] for biplanar drawings of complete
graphs. We first briefly recall the construction given by
Owens [16], and then the construction given by de Klerk
et al. [9].

2.1 Owens’ [16] Construction

Given a complete graph Kn (assume for convenience
that n = 4m, where m ∈ Z+), in each plane Owens
constructed two vertex disjoint cycles C = (v1, . . . , vn/2)
and C ′ = (u1, . . . , un/2), each with n/2 vertices. He
constructed the complete graph induced by the vertices
on C using a 2-page drawing of Kn/2, i.e., placing the
edges of the ith page, i ∈ {1, 2}, interior to the cycle
C in the ith plane. The complete graph induced by
the vertices on C ′ was constructed exterior to C ′ in a
similar way. The remaining edges that form a complete
bipartite graph Kn/2,n/2 connecting the vertices of C
with the vertices of C ′, were drawn as follows: for each
vj on C, the first plane contains the edges from vj to n/4
consecutive vertices on C ′ starting at uj in clockwise

1Imagine the drawing on a sphere, where the first page is drawn
on the upper hemisphere, and the second page is drawn on the
lower hemisphere.
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Figure 1: (a)–(b) Owens’ [16] Construction. (c) De
Klerk et al.’s [9] Construction.

order. The remaining edges of Kn/2,n/2 are drawn in the
second plane symmetrically. Figures 1 (a)–(b) illustrate
such a construction for K16.

2.2 De Klerk et al.’s [9] Construction

De Klerk et al. [9] showed that for complete graphs Kn,
where n = km with m, k ∈ Z+, the k-page crossing
number of Kn is νk(Kn) = 1

12k2

(
1− 1

2k

)
n4 − 1

4kn
3 +(

7
24k + 1

6

)
n2 − 1

4n. We can observe that this is equal to
the Owens’ [16] upper bound when k = 4, as follows.
Since n = 4m, we may assume n = 2q with q = 2m.
Then we have
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Zq =
1

4

⌊q
2

⌋⌊q − 1

2

⌋⌊
q − 2

2

⌋⌊
q − 3

2

⌋

=
1

4

(q
2

)(q
2
− 1
)(q

2
− 1
)(q

2
− 2
)

=
1

1024
q(q − 4)2(q − 8).

From Owens’ [16] upper bound, we have

Wn = Zdqe + Zbqc +
n2(n− 4)(n− 8)

384

=
7

1536
n4 − 1

16
n3 +

23

96
n2 − 1

4
n

= ν4(Kn).

To construct the k-page drawing, let the vertices
of Kn be v1, . . . , vn, and let Mi be the set of edges
{(va, vb) : 1 ≤ a, b ≤ n, and i = (a + b − 2) mod n}.
Now draw the edges M(j−1)n/k ∪ . . . ∪Mjn/k−1 in the
jth page. Figure 1 (c) illustrates the construction for
K12 on 4 pages. Pairing the k pages and placing them
in each side of a circle yields a dk/2e-planar drawing,
which implies that crk(Kn) ≤ ν2k(Kn).

3 Biplanar Crossing Number for Small Values of n

In this section we establish some tight bounds on the
biplanar crossing number of Kn when n is small. It
has been known for a long time that cr2(Kn) = 0 if
n < 9, and cr2(K9) = 1 [16]. We may thus assume
that n > 9. We first prove that cr2(K10) = 2 and
cr2(K11) ∈ {4, 5, 6}, and then provide a technique to
compute good upper bounds on cr2(Kn), when n > 9.

Biplanar Crossing Numbers of K10 and K11.
We construct biplanar drawings of K10 and K11 with
exactly 2 and 6 edge crossings, respectively, as shown
in Figure 2. We now show that 2 and 4 edge crossings
are necessary for K10 and K11, respectively. Suppose
for a contradiction that K10 admits a biplanar drawing
with fewer than two edge crossings, and let Γ be such a
biplanar drawing. Since K10 contains K9 as a subgraph,
Γ must contain exactly one edge crossing. Let (u, v) be
an edge on Γ that is involved in this crossing. Then the
deletion of v and its incident edges from Γ would give
a biplanar drawing of K9 without any edge crossing,
which contradicts that cr2(K9) = 1.

For cr2(K11), we prove a lower bound of 4 as follows:
Let Γ be an optimal biplanar drawing with at most 3
crossings. Observe that Γ must have at least 3 crossings,
otherwise we can delete some vertex which is incident to
some crossing in Γ to obtain a biplanar drawing of K10

with at most one edge crossing. Observe that no vertex
v in Γ can be adjacent to two or more edge crossings,
because otherwise deletion of v from Γ would yield a

biplanar drawing of K10 with at most 1 crossing, which
contradicts that cr2(K10) = 2. Since every crossing
involves four distinct vertices and every vertex in Γ is
incident to at most one crossing, Γ must have at least
12 distinct vertices, which is a contradiction.

Biplanar Crossing Numbers of Kn, where n ≥
12. Let Γ be a biplanar drawing of Kn. Observe that
one can construct a biplanar drawing of Kn+1 by exe-
cuting the following steps:

S1. Pick a vertex v in Γ and create a copy v′ of v in
each of the two layers of Γ.

S2. In each layer of Γ, place v′ arbitrarily close to v
and add the edge (v, v′) so that this edge does not
introduce any new crossing.

S3. Let W = {w1, w2, . . . , wbdi
v/2c} be the first half of

the neighbors of v in clockwise order in the ith layer
of Γ, where div denotes the degree of v in the ith
layer. For each w ∈ W , we add the edge (v′, w)
closely following the edge (v, w) such that v′ ap-
pears after v while examining the neighbors of w in
clockwise order. The edges from v′ to the remain-
ing neighbors {wbdi

v/2c+1, . . . , wdi
v
} of v are added

symmetrically.

S4. Remove the edge (v, v′) from the second layer.

Let the resulting drawing be Γ′. It is straightfor-
ward to verify that the number of newly created cross-
ings among the edges incident to v and v′ is exactly∑

i∈{1,2}

(
bdi

v/2c(bdi
v/2c−1)+(ddi

v/2e−1)ddi
v/2e

2

)
. Moreover,

a crossing between two edges (v, w) and (x, y), where
v 6∈ {x, y}, corresponds to a crossing between (v′, w)
and (x, y). Therefore, if v is adjacent to civ cross-
ings in the ith layer, then the number of crossings

in Γ′ is
∑

i∈{1,2}

(
bdi

v/2c(bdi
v/2c−1)+(ddi

v/2e−1)ddi
v/2e

2 + civ

)

more than the number of crossings in Γ.
To obtain better drawings, we choose the vertex v

that minimizes the number of newly introduced cross-
ings (break ties arbitrarily). Table 1 shows the number
of crossings obtained by the above construction tech-
nique, when n ∈ {12, 13, . . . , 30}, and the lower bounds

using the inequality cr2(Kn) ≥ cr2(Kn−1)(n
4)

(n−1
4 )

, which is

widely used to establish lower bounds on crossing num-
ber [7]. Note that the upper bounds of Table 1 are sig-
nificantly smaller than the values 18, 37, 53, 75, 100, 152,
for n = 12, . . . , 17, obtained by Owens’ construction.

4 Upper Bounds on cr2(Kn)

Assume that n = 8m+4, where m ∈ Z+. We begin with
the construction of Owens [16], and later we modify the
drawing to improve the number of crossings. We use a
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Figure 2: Biplanar drawings of K10 and K11 with two and six edge crossings, respectively.

Table 1: Upper and lower bounds on cr2(Kn), where n ∈ {12, 13, . . . , 30}.
n 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27

U.B. 14 26 43 62 81 103 148 176 226 332 469 652 717 958 1261 1399
L.B. 6 9 13 19 26 35 46 60 76 95 118 145 176 212 253 299

slightly different presentation for Owens’ [16] construc-
tion, which will be more convenient for the subsequent
description.

4.1 Basic Construction

Let the planar layers of the drawing be Lj , where
j ∈ {1, 2}. In layer Lj , we arrange the vertices into

two circles: Cj
in and Cj

out, where each of them contains

n/2 vertices. We then embed the cycle Cj
in interior to

the cycle Cj
out such that the resulting embedding of the

cycles remains crossing free, as shown in Figures 3(a)–
(b). We now draw the edges that connects the vertices
of Cj

in and Cj
out.

In L1, let the vertices on C1
in be v1, v2, . . . , v4m+2 and

the vertices on C1
out be u1, u2, . . . , u4m+2 in clockwise

order. For each j ∈ {1, 2, . . . , 4m + 2}, connect uj
to the vertices vj−m, . . . , vj , . . . , vj+m. Note that the
indices wrap around, i.e., for any vj′ , if j′ < 1 (re-
spectively, j′ > n/2), then vj′ = vn/2+j′ (respectively,
vj′ = vj′−n/2). In the other planar layer L2, let the
vertices on C2

in be u1, u2, . . . , u2m+1 and the vertices on

C2
out be v1, v2, . . . , v2m+1 in clockwise order. For each

j ∈ {1, 2, . . . , 4m + 2}, connect vj to those vertices of
C2

in that are not incident to vj in L1. As illustrated in
Figures 3(a)–(b), all these edges lie in the closed region
between Cj

in and Cj
out.

Note that we may now complete the drawing of Kn

by adding the edges among {u1, . . . , un/2} and the edges
among {v1, . . . , vn/2}. For the set {v1, . . . , vn/2}, we
construct a 2-page drawing of Kn/2, where the edges of
one page lie inside C1

in and the edges of the other page
lie outside of C2

out. Similarly, for the set {u1, . . . , un/2},
we construct a 2-page drawing of Kn/2, where the edges
of one page lie inside C2

in and the edges of the other page
lie outside of C1

out. Let the resulting drawing be Γ. Since
this construction is equivalent to that of Owens [16], the
number of crossings in Γ is Wn.

4.2 Improvement

We now modify the drawing Γ to obtain a biplanar
drawing with fewer crossings, as illustrated in Fig-
ures 3(c)–(d).
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Figure 3: (a)–(b) Basic construction with 324 crossings. (c)–(d) Modification of Γ with 322 crossings. The blue and
red edges are shown in bold and dashed lines, respectively.

We first delete the incident edges of v2 that lie in-
side C1

in, and then add these edges outside of C2
out, as

illustrated in thick lines (blue) in Figure 3. We then
remove the edges that lie on the boundary of C1

in, and
finally, move the vertex v2 infinitesimally close to u2 in-
side the cycle u2, v1, v3, as shown in dashed lines (red)
in Figure 3. Let the resulting drawing be Γ′, which has
smaller number of crossings than Γ. We now show how
to modify the drawing for larger values of n.

Let n = 16m + 4, n′ = n/2, p = bn′/4c + 1 and q =
dp/2e. We now choose vq to carry out the modifications,
note that for n = 20, we have vq = v2. Let the edges
incident to vq that lie inside C1

in in Γ but moved outside
of C2

out in Γ′, be the blue edges. Denote the incident
edges of vq that lie outside of C1

in in Γ as the red edges.
Let the number of edge crossings on the blue edges in
Γ and Γ′ be α and α′, respectively. Similarly, let the
number of edge crossings on the red edges in Γ and Γ′

be β and β′, respectively. Then the number of edge
crossings in Γ′ is Wn + (α′ + β′) − (α + β). We now
briefly describe the computation of α, α′, β, β′.

Crossings on the Blue Edges in Γ (i.e., α): We
partition edge crossings into the following three types.

- A denotes the number of crossings between the edges
(vq, vw) and (x, y), where w ∈ {q + 2, . . . , 2p − q},
x ∈ {vq+1, . . . , vw−1}, and y ∈ {v2p, . . . , vn′}. There-

fore, A =
∑2p−q

i=q+2

∑i−1
j=q+1(j + (q − 2)), as shown in

Figure 4(a).

- B denotes the number of crossings between the edges
(vq, vw) and (x, y), where w ∈ {q + 2, . . . , p}, x ∈
{vq+1, . . . , vw−1}, and y ∈ {vw+1, . . . , v2p}. There-

fore, B =
∑p

i=q+2

∑i−1
j=q+1((2p − j) − i), as shown in

Figure 4(b).

- C denotes the number of crossings between the edges
(vq, vw) and (x, y), where w ∈ {p + 1, . . . , 2p − q},
x ∈ {vq+1, . . . , vp}, and y ∈ {vw+1, . . . , v2p}. There-

fore, C =
∑2p−q

i=p+1
(2p−q−i−1)(2p−q−i)

2 , as shown in Fig-
ure 4(c).

The drawing is symmetric with respect to the axis
through vq and its diametrically opposite vertex. Thus
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Figure 5: Crossings on the red edges: (a) Γ, and (b) Γ′.
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the number of crossings removed from Γ by moving
the blue edges from the inner layer is exactly α =
2(A+B + C).

Crossings on the Blue Edges in Γ′ (i.e., α′): We
partition these edge crossings into the following three
types.

- A′ denotes the number of crossings between the edges
(vq, vw) and (x, y), where w ∈ {q + 2, . . . , p}, x ∈
{vq+1, . . . , vw−1}, and y ∈ {vw+1, . . . , vn′}. Therefore,

A′ =
∑p

i=q+2

∑i−1
j=q+1 2p−1, as shown in Figure 4(d).

- B′ is an upper bound on the number of cross-
ings between the edges (vq, vw) and (x, y), where
w ∈ {p + 1, . . . , 2p − q}, x ∈ {vq+1, . . . , vp},
and y ∈ {vw+1, . . . , vn′}. Therefore, B′ =∑2p−q

i=p+1

(
(p− q)(2p− 1)− (i−p)(i−p+1)

2

)
, as shown in

Figure 4(e).

- C ′ denotes the number of crossings between the edges
(vq, vw) and (x, y), where w ∈ {p+ 2, . . . , 2p− q}, x ∈
{vp+1, . . . , vw−1}, and y ∈ {vw+1, . . . , vn′}. There-

fore, C ′ =
∑2p−q

i=p+2

∑i−1
j=p+1((2p−1)−2(j−p)−(i−j)),

as shown in Figure 4(f).

The drawing is symmetric with respect to the axis
through vq and its diametrically opposite vertex. Hence
the number of crossings introduced in Γ′ by moving the
blue edges to the outer layer is at most α′ = 2(A′+B′+
C ′).

Crossings on the Red Edges in Γ (i.e., β): The
number of crossings created by the edges (vq, u

′) and
(vq+j , u

′′), where 1 ≤ j ≤ 2m− 1 and u′, u′′ lie on C1
out,

is (2m − j)(2m − j + 1)/2. Figure 5(a) illustrates a
scenario where m = 4. Symmetrically, the number of
crossings created by the edges (vq, u

′) and (vq−j , u′′) is
(2m− j)(2m− j + 1)/2. Hence the number of crossings

in the red edges is β =
∑2m−1

j=1 (2m− j)(2m− j + 1).

Crossings on the Red edges in Γ′ (i.e., β′): It
is straightforward to observe that the number of such
crossings is β′ = 2m + 2

∑m−1
i=1 2mi, as illustrated in

Figure 5(b) when m = 4.

Now the number of crossings in Γ′′ is Wn + (α′ +
β′)− (α+ β), which can be simplified using Maple [13]
to get an upper bound of Wn− 1

384n
3+O(n2). Since the

modification we carried out for vq can also be applied
around independently to its diametrically opposite ver-
tex, we can obtain a bound of Wn− 1

192n
3 +O(n2). The

following theorem summarizes the result of this section.

Theorem 1 Every Kn, where n = 16m + 4 and m ∈
Z+, admits a biplanar drawing with at most Wn −
n3/192 +O(n2) edge crossings.

5 Conclusion

In this paper we have given bounds on the biplanar
crossing number of Kn. For small values of n, our tech-
nique for computing cr2(Kn) is incremental. Hence it is
natural to ask whether every optimal biplanar drawing
of Kn+1 contains an optimal drawing of Kn. We proved
that cr2(K11) ∈ {4, 5, 6}. It would be interesting to find
an analytical argument to prove a better lower or upper
bound on cr2(K11). Finally, given f(n), how efficiently
can we find k such that crk(Kn) ∈ Θ(f(n))?
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Squarability of rectangle arrangements
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Abstract

We study when an arrangement of axis-aligned rectan-
gles can be transformed into an arrangement of axis-
aligned squares in R2 while preserving its structure. We
found a counterexample to the conjecture of J. Klawit-
ter, M. Nöllenburg and T. Ueckerdt whether all ar-
rangements without crossing and side-piercing can be
squared. Our counterexample also works in a more gen-
eral case when we only need to preserve the intersec-
tion graph and we forbid side-piercing between squares.
We also show counterexamples for transforming box ar-
rangements into combinatorially equivalent hypercube
arrangements. Finally, we introduce a linear program
deciding whether an arrangement of rectangles can be
squared in a more restrictive version where the order of
all sides is preserved.

1 Introduction

In this paper, we are concerned with the following prob-
lem. Given an arrangement of axis-aligned rectangles in
R2, is it possible to find an arrangement of axis-aligned
squares with corresponding properties? J. Klawitter, M.
Nöllenburg and T. Ueckerdt [2] asked which geometric
rectangle arrangements can be transformed into combi-
natorially equivalent square arrangements. While show-
ing some necessary and sufficient conditions for that,
the question whether there exists an unsquarable rect-
angle arrangement without crossings and side-piercings
(see Figure 1) remained open. We show a counterex-
ample for that – an arrangement of rectangles which is
not combinatorially equivalent to any square arrange-
ment. Moreover, our counterexample works even in a
more general case when we only need to preserve the
intersection graph of arrangements and we forbid side-
piercing between squares.

In Section 3 we generalize the problem to higher di-
mensions – considering hypercubes instead of squares
and boxes instead of rectangles. We show that allow-
ing crossings or side-piercings in any dimension leads
to arrangements of boxes for which no corresponding
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arrangement of hypercubes exists.

Besides constructing counterexamples we also present
an algorithm for deciding whether a given arrangement
is squarable when the order of all sides has to be pre-
served (which implies combinatorial equivalence).

1.1 Preliminaries

Let R denote a given set of axis-aligned rectangles in
R2 and S be a mapping from R to axis-aligned squares
in R2 satisfying certain restrictions. If such S exists,
we say that R is squarable and S is a squaring of R.
Thus S(R) is a set of squares obtained from R in a way
specific to the particular variant and S(R) is the square
representing the rectangle R ∈ R. In each variant we
explain the restrictions placed on the input set of rect-
angles R and on the output set of squares S(R).

Figure 1: Intersection types. Respectively: corner in-
tersection, side-piercing, cross intersection and contain-
ment.

There are four intersection types: corner intersection,
side-piercing, cross intersection and containment (see
Figure 1). Note that we do not include empty intersec-
tion (formed by disjoint rectangles) as an intersection
type. Also, we only consider sets of rectangles where no
two rectangle sides are collinear.

In all the discussed variants, we assume that the in-
put set R contains no two rectangles with side-piercing
or cross intersection. Allowing these intersection types
easily leads to instances of arrangements of rectangles
that cannot be squared – any two rectangles with the
cross intersection clearly cannot be squared as well as
the arrangement of four rectangles in Figure 2 for side-
piercing.

Without loss of generality, we assume all the rectan-
gles have positive coordinates. If it is not the case we
just translate the whole arrangement. For a rectangle
R we denote:

• t(R) to be the y-coordinate of the top side of R,
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Figure 2: An arrangement that cannot be squared due
to side-piercing intersections.

• b(R) to be the y-coordinate of the bottom side of
R,

• r(R) to be the x-coordinate of the right side of R,

• l(R) to be the x-coordinate of the left side of R,

• h(R) to be the height of R: h(R) = t(R)− b(R),

• w(R) to be the width of R: w(R) = r(R)− l(R).

1.2 Variants of the squarability problem

LetR be an arrangement of rectangles and S be a squar-
ing of R. We say that R and S(R) are combinatorially
equivalent if for any R1, R2 ∈ R, the intersection type
of S(R1) and S(R2) is the same as the intersection type
of R1 and R2 and these intersections happen exactly on
the same sides (and corners). For example, if R1 and R2

have corner intersection that is in the upper left corner
on R1 and the lower right corner of R2, the same must
hold for S(R1) and S(R2).

Note that the above definition of combinatorial equiv-
alence is strictly weaker than the one given in [2]. This
definition is, however, convenient to us as the basic re-
quirement. Since our counterexample works in this less
restrictive case, it is also a counterexample when the
referenced definition is used.

The following are variants of the squarability prob-
lem. They vary in the strength of the assumptions we
put on the mapping S.

Preserve order of all sides. The output S(R) has to
be combinatorially equivalent to R and, moreover,
the respective order of sides on both axes has to be
preserved. On a chosen axis, we can construct the
sequence of sides of rectangles R from left to right
as they appear, i.e., every rectangle will appear ex-
actly twice. Then the same sequence of sides has
to be realized in S(R).

Combinatorial equivalence. The output S(R) has
to be combinatorially equivalent.

Keep intersections, forbid side-piercing. First,
we require that the intersection graphs of R
and S(R) are isomorphic, i.e., it holds that
R1 ∩ R2 6= ∅ if and only if S(R1) ∩ S(R2) 6= ∅
for all R1, R2 ∈ R. Additionally, the squares
in the output set S(R) must only have corner
intersections or containment.

Keep intersection graph. We only require that the
intersection graphs of R and S(R) are isomorphic.

Note that if S satisfies “Preserve order of all sides”,
then it satisfies “Combinatorial equivalence”. In the
same sense, “Combinatorial equivalence” implies “Keep
intersection, forbid side-piercing” (by the assumption
that R contains no side-piercing), which implies “Keep
intersection graph”.

2 Counterexamples

In this section we will discuss examples of arrangements
of rectangles, which cannot be squared in terms of the
mapping S. In each subsection we consider squarability
with respect to of one of the variants. We will start with
the most restrictive case and proceed to more general
variants.

2.1 Preserving order of all sides

If we want the resulting arrangement of squares to pre-
serve the order of all sides, there is an easy example of
four rectangles that cannot be squared.

Figure 3: An arrangement not squarable in the most
restrictive case.

Theorem 1 The arrangement of rectangles in Figure 3
cannot be squared while preserving order of all sides.

Proof. After squaring the arrangement we would get
w(A) > w(B) = h(B) > h(C) = w(C) > w(D) =
h(D) > h(A) = w(A); thus, the arrangement is un-
squarable. �

This is an easy observation but it is important, be-
cause this arrangement is exactly the one we will find
in latter cases to prove unsquarability of other arrange-
ments.

2.2 Combinatorial equivalence

In the second most restrictive definition of the mapping
S we want the resulting arrangement of squares to not
only have the same types of intersections but also to
have the same position. This means that if there is a
rectangle A and a rectangle B intersecting A in the top
right corner then S(B) will intersect S(A) again in the
top right corner.
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Figure 4: An arrangement not squarable when S keeps
the combinatorial equivalence.

Theorem 2 The arrangement of rectangles in the left
picture of Figure 4 cannot be squared.

Proof. To prove that, we want to show that the four
bold rectangles form the pattern from Theorem 1. To
do that, we need to prove that there is that cyclic con-
dition on lengths of their sides. It suffices to show the
dependency only for one pair of neighbouring rectangles
since the arrangement is symmetric.

In the right picture of Figure 4, there is the situation
for A and B where only the important rectangles are
drawn. Suppose the rectangles are orientated as in the
picture (orientation is fixed for the whole arrangement).
To prove w(A) > w(B) in all possible mappings S, it is
sufficient to show l(A) < l(B) and r(A) > r(B).

We observe that when two rectangles C and D in-
tersect a common rectangle E on its top (or bottom)
side, C being the one intersecting it in the left cor-
ner, and C,D do not intersect each other it must hold
r(C) < l(D). When two rectangles F,G intersect each
other then l(F ) < r(G). These two observations used
on the red sides of the rectangles in Figure 4 together
give us r(A) > r(B). To prove l(A) < l(B) we use the
observations for the blue sides. �

2.3 Keep intersections, forbid side-piercing

So far we have been mainly building tools and consider-
ing easy examples. For S which only keeps intersections
without allowing side-piercing in S(R) we still need one
more tool.

We refer to the arrangement depicted in the left pic-
ture of Figure 5 as a Σ-gadget. It is an arrangement of
rectangles that can be squared even in the most restric-
tive case and we use it to force some useful properties.

Lemma 3 All squarings of the Σ-gadget that keep in-
tersections but forbid side-piercings are combinatorially
equivalent, up to rotation and reflection.

Proof. First look at the rectangles K,L,M,N in the
middle. There is only one way to square them upon a

Figure 5: Σ-gadget and its usage.

rotation and reflection. Then we want to square rect-
angles A,B,C and D. Notice that A can be contained
neither in K nor in L because it intersects P . This, and
the fact the side-piercing is forbidden, gives us three
possibilities how to place A, relatively to K and L. It
can be either in the position as in the Figure 5 or in such
position that it contains the intersection of the squares
K and L or in the opposite corner than in the first case.
In Figure 6 we see all the important cases. The first case

Figure 6: Three possible ways of placing rectangle A.

is the one we want. In the second case, the position of
A forces P (and Q) to intersect the bottom left corner
of A because P (Q) needs to intersect D (B) without
intersecting K (L). This means P and Q both inter-
sect the bottom left corner of A and so they intersect
each other, a contradiction. In the last case, A would
intersect M and N , a contradiction. Therefore, there is
only one way to square A and by symmetry the same
is true for B,C and D. Now the rectangles P,Q,R and
S can also be squared in only one way, completing the
proof. �

First we explain how we use the Σ-gadget in an ar-
rangement. If we want another rectangle (or another
Σ-gadget) to intersect our Σ-gadget in a corner, it must
intersect both the surrounding rectangle and one of
A,B,C or D depending on in which corner it inter-
sects Σ-gadget. Besides these two it does not intersect
anything else.

Now that we know that the Σ-gadget can be squared
in exactly one way and how to use it in an arrangement,
let us explore some of its useful properties. As is illus-
trated in the right picture of Figure 5, the most useful
property comes to play when the Σ-gadget is intersected
by rectangles in opposite corners, lets call them E and
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F . Usually this only gives us one of the following con-
ditions:

• r(E) < l(F ) (blue colored sides in the picture).

• t(E) < b(F ) (red colored sides in the picture).

The Σ-gadget provides both conditions at the same
time, which is very useful when forcing the situation
like in Theorem 1. At the same time, if the Σ-gadget is
intersected in two corners, we can always say whether
the corners are opposite or adjacent. For the purposes
of arrangements in which the Σ-gadget is used, when
we talk about the height, width, left side and so on, we
always mean the height, width, left side, ... of the outer
rectangle.

Figure 7: An arrangement using Σ-gadget not squarable
even in the least restrictive case without side-piercing.

Having such a strong tool it is now easy to create an
arrangement of rectangles that cannot be squared.

Theorem 4 The arrangement from Figure 7 with the
Σ-gadget instead of each rectangle cannot be squared.

Proof. We show that rectangles A, B, C and D form
the same arrangement as we saw in Theorem 1. Rect-
angles 1 and 2 lie on the same side of B. Rectan-
gles 3 and 4 lie in the opposite corners of 1 and 2
respectively with respect to B. Because rectangles 1
and 2 are Σ-gadgets, this implies l(B) > r(3) and
r(3) > l(A) since rectangles A and 3 intersect each
other. We showed l(B) > l(A) and similarly using rect-
angles 2 and 4 we can show r(B) < r(A). Together
this gives us w(B) < w(A). Rotating the argument
around the arrangement we show that if the arrange-
ment gets squared it holds w(B) < w(A) = h(A) <

h(D) = w(D) < w(C) = h(C) < h(B) = w(B), which
cannot be true. �

One could think this cannot be all. After all in pre-
vious cases we needed to show there is only one way to
draw the arrangement of squares and we always ended
up with a square which we couldn’t add. Note that we
did just that by showing the Σ-gadget can be squared
in only one way.

3 Higher dimensions

In this section we will make some observations about
arrangements of boxes in higher dimensions. We use
the same notation as before, that is R denotes a set
of axis-aligned boxes in Rd and S its mapping to a set
of axis-aligned hypercubes in Rd. We will often work
with projections of Rd to a subset of coordinates. For
a set I ⊆ {1, . . . , d} let µI : Rd → R|I| be a projection
that “forgets” all coordinates not indexed by I. Fur-
thermore for a singleton-indexed projection we shorten
its notation µ{c} = µc. The result of a projection µI

applied to R is an arrangement of axis-aligned boxes or
hypercubes in R|I|.

Figure 8: An arrangement of three boxes in R3 such
that there is no combinatorially equivalent arrangement
of cubes.

The notion of combinatorial equivalence extends nat-
urally to higher dimensions. We can observe that with
each extra dimension we get new intersection types. For
example, consider the following arrangement of only
three boxes in R3 from Figure 8. Each pair of these
boxes intersects in such a way that one pierces the edge
of the other. We claim that there cannot be a combina-
torially equivalent arrangement of hypercubes. Assume
that we have such an arrangement of hypercubes A′, B′
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and C ′. Then the projection µ1 forces A′ to be bigger
than B′, similarly µ2 for B′ and C ′. Finally, µ3 forces
C ′ to be bigger than A′ and that is a contradiction.

3.1 Boxicity and cubicity

In the beginning we restricted to arrangements without
side-piercings and cross intersections. It is fairly easy to
see how they lead to counterexamples in the more re-
stricted settings. However it is not so clear whether this
restriction is needed in the least restrictive setting, i.e.
preserving just the intersection graph. We will construct
arrangements with these intersections which cannot be
represented by an intersection graph of axis-aligned hy-
percubes up to a given dimension.

Let G be a simple undirected graph. The boxicity of
G is the smallest dimension d such that G can be rep-
resented as an intersection graph of axis-aligned boxes
in Rd. Similar notions are the cubicity of G, where
we consider a representation as an intersection graph
of axis-aligned hypercubes, and the unit cubicity of G,
where all the hypercubes have to be unit. The notion
of boxicity and unit cubicity (usually referred simply
as cubicity) was introduced in 1969 by Roberts [3] and
has since been actively studied, e.g. in [1]. The results
we prove in this section were shown previously for unit
cubicity in [3]. But our definition of cubicity is more
general.

Furthermore, let R(k, d) denote the smallest inte-
ger such that every coloring of the complete graph on
R(k, d) vertices with d colors contains a monochromatic
clique of size k. This is indeed one of the Ramsey num-
bers and it is well known that such a value exists.

As before, we want to construct such a graph that
if there was an intersection-pattern equivalent arrange-
ment of hypercubes it would force a cyclical inequality
of hypercube sizes. However we do not have any tool
yet for showing such inequalities in the most general
setting.

Lemma 5 Let G be a graph and v be a vertex which
has at least R(k+2, d) neighbours that are pairwise non-
adjacent. Suppose G can be represented as an intersec-
tion graph of an arrangement R of axis-aligned hyper-
cubes in Rd and f : V (G) → R is the corresponding
mapping. Then there is a neighbour w of v such that
the hypercube f(w) is more than k times smaller than
the hypercube f(v).

Proof. Unsurprisingly, we will prove our claim using a
coloring of the complete graph on R(k + 2, d) vertices.
Each vertex gets labelled by one of the R(k+2, d) neigh-
bours of v. Observe that if two axis-aligned hypercubes
R1 and R2 in Rd are disjoint then there is an integer
c such that µc(R1) and µc(R2) are disjoint. We will
color an edge with any c such that the corresponding

hypercubes are disjoint under µc. The number of ver-
tices guarantees us a monochromatic clique of size k+2.
That means there are k+ 2 neighbours of f(v) that are
pairwise disjoint under µc for some c. We have k+2 pair-
wise disjoint intervals and all of them need to intersect
the interval µc(f(v)). From this follows that the small-
est interval µc(f(w)) is more than k times smaller than
the interval µc(f(v)). And since we are dealing with
axis-aligned hypercubes, the hypercube f(w) is more
than k times smaller than the hypercube f(v). �

Theorem 6 For every d there is a graph G with boxi-
city 2 and cubicity larger than d.

Proof. Consider a complete bipartite graph G with
each partition of size R(3, d). The boxicity of G is 2
since one partition of G can be represented as a set of
vertical rectangles and the other as a set of horizontal
rectangles (see Figure 9). Now suppose for a contradic-
tion that the cubicity of G is at most d and fix any inter-
section representation with hypercubes in Rd′

, d′ ≤ d.
Let v be the vertex of G such that the corresponding hy-
percube is the smallest one. Since v has exactly R(3, d)
pairwise disjoint neighbours, by Lemma 5 there must be
a neighbour of v such that its corresponding hypercube
is strictly smaller, that is a contradiction. �

Figure 9: An arrangement of rectangles whose inter-
section graph is a complete bipartite graph with each
partition of size R(3, 2) = 6.

4 Deciding squarability via LP

4.1 The problem

In this section we present a linear program deciding
whether a given arrangement of n rectangles R =
{R1, . . . , Rn} in R2 can be squared while preserving or-
der of all sides.
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Without loss of generality we can assume that
all the endpoints of the intervals [l(Ri), r(Ri)] and
[b(Ri), t(Ri)] have distinct values for all i ∈ {1, . . . , n}.
Otherwise we could change the endpoints a little with-
out changing intersections between rectangles.

By ordering the endpoints of the intervals of projected
rectangles into an increasing sequence, we obtain the se-
quence a′1 < a′2 < · · · < a′2n, where a′j = l(Ri) or r(Ri)
for some i ∈ {1, . . . , n} (see Figure 10). Replacing l(Ri)
and r(Ri) by i then yields the sequence a1, a2, . . . , a2n of
numbers {1, . . . , k}, we call this sequence the x-sequence
of R. Clearly, each i ∈ {1, . . . , n} appears there ex-
actly twice, thus for every i ∈ {1, . . . , n} we can define
a(i) = (j1, j2) such that j1 < j2 and aj1 = aj2 = i.
The x-sequence describes the respective ordering of the
rectangles’ x-coordinates. A y-sequence and the corre-
sponding function b are defined analogously.

R1

R2

R3

l(R2)l(R1) l(R3) r(R2)r(R1) r(R3)

b′
3 = b(R1)

b′
1 = b(R2)
b′
2 = b(R3)

b′
5 = t(R1)

b′
4 = t(R2)

b′
6 = t(R3)

= a′
1 = a′

2 = a′
3 = a′

4 = a′
5 = a′

6

Figure 10: The x-sequence is 1, 2, 3, 1, 2, 3 and the y-
sequence is 2, 3, 1, 2, 1, 3.

The decision problem can be reformulated in the
following way: Given a family of rectangles R =
{R1, . . . , Rn}, does there exist a family of squares S =
{S1, . . . , Sn} such that the x-sequence of S is identical
to that of R and the y-sequence of S is identical to that
of R?

4.2 Linear program

Let us present a linear program solving the problem for
an input set R = {R1, . . . , Rn}. Let a1, a1, . . . , a2n be
the x-sequence and b1, b2, . . . , b2n the y-sequence of R.
We have variables

x1, . . . , x2n−1, y1, . . . , y2n−1 ≥ 1,

where the value of xj represents the distance of the
corresponding interval endpoints of rectangles Raj

and
Raj+1 and the value of yj represents the distance of the
corresponding endpoints of Rbj and Rbj+1 (see Figure
11). Let (x,y) = (x1, . . . , x2n−1, y1, . . . , y2n−1) be any
feasible solution to the following set of equalities. For
every i = 1, . . . , n we have an equality

j2−1∑

k=j1

xk =

j′2−1∑

k=j′1

yk, where a(i) = (j1, j2), b(i) = (j′1, j
′
2)

a′
1 a′

2 a′
3 a′

4 a′
5 a′

6

x1 x3 x4 x5x2

Figure 11: The meaning of the variables x1, . . . , x2n−1.

From the solution (x,y) we construct the correspond-
ing set of squares S = {S1, . . . , Sn} as follows. Let
a(i) = (j1, j2) and b(i) = (j′1, j

′
2), we set the coordinates

of Si such that

l(Si) =

j1−1∑

k=1

xk, r(Si) =

j2−1∑

k=1

xk,

b(Si) =

j′1−1∑

k=1

yk, t(Si) =

j′2−1∑

k=1

yk

As xi, yi ≥ 1 for all i ∈ {1, . . . , 2n − 1}, it is clear that
the x-sequence and y-sequences of R are preserved in
S. The claim that S consists of squares follows immedi-
ately from the constraints of the linear program. Thus
we obtain that if the linear program finds a feasible so-
lution, we can construct an appropriate set of squares.

Reversely, let S be a set of squares that has the same
x-sequence and y-sequence as R. We can construct the
variables x1, . . . , x2n−1 and y1, . . . , y2n−1 as the corre-
sponding distances. It remains to sufficiently “blow up”
this solution so that all of the variables are at least 1.
This is easily accomplished by multiplying the variables
by the inverse of the minimum of them. We obtain a
feasible solution to the linear program, as desired.
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Abstract

We show how a simple hierarchical tree called a cover
tree can be turned into an asymptotically more efficient
one known as a net-tree in linear time. We also in-
troduce two linear-time operations to manipulate cover
trees called coarsening and refining. These operations
make a trade-off between tree height and the node de-
gree.

1 Introduction

There are many very similar data structures for search-
ing and navigating n points in a metric spaceM. Most
such structures support range queries and (approxi-
mate) nearest neighbor search among others. For com-
putational geometers, two of the most important such
structures for general metric spaces are the cover tree [2]
and the net-tree [8]. Cover trees, by virtue of their sim-
plicity, have found wide adoption, especially for machine
learning applications. Net-trees on the other hand, pro-
vide much stronger theoretical guarantees and can be
used to solve a much wider class of problems, but they
come at the cost of unrealistic constant factors and
complex algorithms. In this paper, we generalize these
two data structures and show how to convert a cover
tree into a net tree in linear time. In fact, we show
that a cover tree with the right parameters, satisfies
the stronger conditions of a net tree, thus finding some
middle ground between the two. In Section 5, we give
efficient algorithms for modifying these parameters for
an existing tree.

Related Work For Euclidean points, Quadtrees [5]
and k-d trees [1] are perhaps the two famous data struc-
tures. Most data structures for general metric spaces are
generalizations of these. Uhlmann [11] proposed ball
trees to solve the proximity search on metric spaces.
Ball trees are generalizations of k-d trees. Yianilos [12]
proposed a structure similar to ball trees called a vp-
tree that allows O(log n)-time queries in expectation for
restricted classes of inputs.

Clarkson [3] proposed two randomized data structures
to answer nearest neighbor queries in metric spaces

∗Partially supported by the National Science Foundation under
grant numbers CCF-1464379 and CCF-1525978
†University of Connecticut reza@engr.uconn.edu
‡University of Connecticut don.r.sheehy@gmail.com

that satisfy a certain sphere packing property. These
data structures assume that the input and query point
are drawn from the same probability distribution. The
nearest neighbor query time of these structures depends
on the spread ∆ of the input, which is the ratio of the di-
ameter to the distance between the closest pair of points.

Karger & Ruhl [9] devised a dynamic data struc-
ture for nearest neighbor queries in growth restricted
metrics. A closed metric ball centered at p with ra-
dius r is denoted B(p, r) := {q ∈ P | d(p, q) ≤ r}.
Karger & Ruhl defined the expansion constant as the
minimum µ such that for all p ∈ M and r > 0,
|B(p, 2r)| ≤ µ |B(p, r)|. A growth restricted metric
space has constant µ (independent of n). Karger & Ruhl
proved that their data structure has size µO(1)n log n,
and answers nearest neighbor queries in µO(1) log n.

Gupta et al. [7] defined the doubling constant ρ of a
metric space as the minimum ρ such that every ball in
M can be covered by ρ balls of half the radius. The dou-
bling dimension is defined as γ = lg ρ. A metric is called
doubling when it has a constant doubling dimension.

Krauthgamer & Lee [10] proposed navigating nets
to answer (approximate) nearest neighbor queries in
2O(γ) log ∆ + (1/ε)O(γ)-time for doubling metrics. Nav-
igating nets require 2O(γ)n space.

Gao et al. [6] proposed a (1 + ε)-spanner with size
O(n/εd) for a set of n points in Rd. Their data struc-
ture is similar to navigating nets and can be constructed
in O(n log ∆/εd) time and answers approximate nearest
neighbor queries in O(log ∆) time. They also main-
tained the spanner under dynamic updates and contin-
uous motion of the points.

Har-Peled & Mendel [8] devised a data structure
called a net-tree to address approximate nearest neigh-
bor search and some other problems in doubling metrics.
They proposed a linear-time algorithm to construct a
net-tree of size O(ρO(1)n) starting from a specific or-
dering of the points called an approximate greedy per-
mutation. Constructing a greedy permutation requires
O(ρO(1)n log(∆n)) time. To beat the spread, they pro-
posed a randomized algorithm to generate an approxi-
mate greedy permutation in O(ρO(1)n log n) time. Net-
trees support approximate nearest neighbor search in
O(2O(γ) log n) + (1/ε)O(γ) time.

Beygelzimer et al. [2] presented cover trees to solve
the nearest neighbor problem in growth restricted met-
rics. Cover trees are a simplificiation of navigating nets
and can be constructed incrementally in O(µ6n log n)
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Figure 1: A hierarchical tree on P = {a, b, c, d, e, f}.
Squares and ovals illustrate points and nodes respec-
tively.

time. The space complexity of cover trees is O(n) inde-
pendent of doubling constant or expansion constant.

Cole & Gottlieb [4] extended the notion of navigat-
ing nets to construct a dynamic data structure to sup-
port approximate nearest neighbor search in O(log n) +
(1/ε)O(1) time for doubling metrics. Similar to net-
trees, their data structure provides strong packing and
covering properties. To insert a new point, they used
biased skip lists to make the search process faster. They
proved that the data structure requires O(n) space in-
dependent of doubling dimension of the metric space.

2 Definitions

Hierarchical trees. Cover trees and net-trees are both
examples of hierarchical trees. In these trees, the input
points are leaves and each point p can be associated with
many internal nodes. Each node is uniquely identified
by its associated point and an integer called its level.
Leaves are in level −∞ and the root is in +∞. The
node in level ` associated with a point p is denoted p`.
Let par(p`) be the parent of a node p` ∈ T . Also, let
ch(p`) be the children of p`. Each non-leaf has a child
with the same associated point. Similar to compressed
quadtrees, a node skips a level iff it is the only child
of its parent and it has only one child. Let L` be the
points associated with nodes in level at least `. Let Pp`
denote leaves of the subtree rooted at p`. The levels of
the tree represent the metric space at different scales.
The constant τ > 1, called the scale factor of the tree
determines the change in scale between levels. Fig 1
shows an example of hierarchical trees. Note that in
this figure the tree is neither a cover tree nor a net-tree,
because there are not any restrictions on the distance
between points.

Figure 2: Packing and covering balls for a point p at
level ` in a net-tree. White points belong to the subtree
rooted at node p`.

Cover Trees. A cover tree T is a hierarchical tree with
following properties.

• Packing: For all distinct p, q ∈ L`, d(p, q) > cpτ
`.

• Covering: For each rh ∈ ch(p`), d(p, r) ≤ ccτ `.

We call cp and cc the packing constant and the cov-
ering constant, respectively, and cc ≥ cp > 0. We repre-
sent all cover trees with the same scale factor, packing
constant, and covering constant with CT(τ, cp, cc). Note
that the cover tree definition by Beygelzimer et al. [2]
results a tree in CT(2, 1, 1).

Net-trees. A net-tree is a hierarchical tree. For each
node p` in a net-tree, the following invariants hold.

• Packing: B(p, cpτ
`)
⋂
P ⊂ Pp` .

• Covering: Pp` ⊂ B(p, ccτ
`). 1

Here, cp and cc are defined similar to cover trees.
Fig 2 illustrates both packing and covering balls for a
point p at some level ` in a net-tree. Let NT(τ, cp, cc)
denote the set of net-trees. The algorithm in [8] con-
structs a tree in NT(11, τ−5

2(τ−1) ,
2τ
τ−1 ).

The main difference in the definitions is in the pack-
ing conditions. The net-tree requires the packing to be
consistent with the hierarchical structure of the tree,
a property not necessarily satisfied by the cover trees.
Also, Har-Peled and Mendel [8] set τ = 11, whereas
optimized cover tree code sets τ = 1.3.

A net-tree can be augmented to maintain a list of
nearby nodes called relatives defined for each node p`

as follows.

Rel(p`) = {xf ∈ T with yg = par(xf ) |f ≤ ` < g, and

d(p, x) ≤ crτ `}
1The packing condition we give is slightly different from [8],

but it is an easy exercise to prove this (more useful) version is
equivalent.
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We call cr the relative constant, and Har-Peled and
Mendel set cr = 13.

In this paper, we add a new and easy to implement
condition on cover trees. We require that children of a
node p` are closer to p than to any other point in L`.

3 From cover trees to net-trees

In this section, first we show that for every node in
a cover tree, the size of children and relatives of that
node is constant. Then, we prove that a cover tree with
a sufficiently large scale factor satisfies both stronger
packing and covering properties of net-trees.

Lemma 1 For each node p` in T ∈ CT(τ, cp, cc),
|ch(p`)| = O(ρlg ccτ/cp).

Proof. When |ch(p`)| > 1, all children of p` are in level
`− 1. From the packing property, the distance between
every two nodes in this list is greater than cpτ

`−1. We
know that all children of p` are within the distance ccτ

`

of p. By the definition of the doubling constant, the
ball centered at p with radius ccτ

` will be covered by
O(ρlg ccτ/cp) balls of radius cpτ

`−1. �

Lemma 2 Let p` ∈ T and T ∈ CT(τ, cp, cc). For each
two nodes se, tf ∈ Rel(p`), d(s, t) > cpτ

`.

Proof. Let rh = par(se). By the definition of relatives,
e ≤ ` < h. If e < `, then s = r and s ∈ Lh. Because
Lh ⊂ L`, the distance of s to all points in L` is greater
than cpτ

`. Otherwise, s is in level `. The same argument
holds for tf . Therefore, s, t ∈ L`, and it implies d(s, t) >
cpτ

`. �

Lemma 3 For each node p` in T ∈ CT(τ, cp, cc),
|Rel(p`)| = O(ρlg cr/cp)

Proof. By the definition of relatives, all nodes in
Rel(p`) are within the distance crτ

` of point p. From
Lemma 2, the distance between any two points in
Rel(p`) is greater than cpτ

`. Therefore, the total size
of Rel(p`) is O(ρlg cr/cp). �

Lemma 4 For each descendant xf of p` in T ∈
CT(τ, cp, cc), d(p, x) < ccτ

τ−1τ
`

Proof. The covering property and the triangle inequal-
ity imply that

d(p, x) ≤
∑̀

i=f

ccτ
i < cc

∞∑

i=0

τ `−i = cc
τ `+1

τ − 1
.

�

Theorem 5 For all τ > 2cc
cp

+ 1, if T ∈ CT(τ, cp, cc),

then T ∈ NT(τ,
cp(τ−1)−2cc

2(τ−1) , ccττ−1 ).

Algorithm 1 Augmenting a given cover tree with rel-
atives

1: procedure Augment(T, cr)
2: for all p` ∈ T in decreasing order of level ` do
3: Rel(p`)← p`

4: if p` is not the root then
5: Relatives(p`, cr, true)

Proof. From Lemma 4, for a node p` ∈ T , Pp` ⊂
B(p, ccττ−1τ

`). Suppose for contradiction there exists a

point r ∈ B(p,
cp(τ−1)−2cc

2(τ−1) τ `) such that r /∈ Pp` . Then,

there exists a node xf ∈ T which is the lowest node with
f ≥ ` and r ∈ Pxf . Let yg be the child of xf such that
r ∈ Pyg . It is clear that g < `. First, Let g < f − 1.
So, x = y and d(p, x) = d(p, y) > cpτ

`. By the triangle
inequality,

d(y, r) ≥ d(y, p)− d(p, r) > cpτ
` − cp(τ − 1)− 2cc

2(τ − 1)
τ `

>
cp(τ − 1) + 2cc

2(τ − 1)
τ `.

Also, d(y, r) ≤ ccτ
τ−1τ

g < ccτ
`

τ−1 . Therefore,

cp(τ − 1) + 2cc
2(τ − 1)

τ ` <
ccτ

`

τ − 1
.

This implies that cp(τ − 1) < 0, which is a contradic-
tion. Now, let g = f−1. In this case, we have f = ` and
g = ` − 1. By the parent property, d(y, p) > d(y, x).
So,

d(y, p) ≥ d(p, x)− d(x, y) > cpτ
` − d(y, p) > cpτ

`/2.

Also, by the triangle inequality,

d(y, r) ≥ d(y, p)− d(p, r) >
cp
2
τ ` − cp(τ − 1)− 2cc

2(τ − 1)
τ `

>
ccτ

`

τ − 1
.

We get a contradiction because d(y, r) ≤ ccτ
`

τ−1 . There-
fore, r ∈ Pp` . �

4 Augment cover trees

Theorem 5 shows that for a sufficiently large scale fac-
tor packing and covering properties in a cover tree imply
packing and covering properties of net-trees. However,
net-tree nodes maintain a list of nearby nodes called rel-
atives. Algorithm 1 is a procedure that adds a list of
relatives to each node of a cover tree. Note that Rela-
tives is similar to the find relative algorithm in [8], but
it gives a smaller relative constant.
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Algorithm 2 Finding relatives of a node p`

1: procedure Relatives(p`, cr, update)
2: Let qm = parent(p`)
3: for all xf ∈ Rel(qm) do
4: Let yg = par(xf )
5: if d(p, x) ≤ crτ ` and f ≤ ` < g then
6: Add xf to Rel(p`)
7: else if update = true and ` ≤ f < m and

d(p, x) ≤ crτf then
8: Add p` to Rel(xf )

9: candidates← ⋃
re∈Rel(qm) ch(re) \ {p`}

10: for all xf ∈ candidates do
11: Let yg = par(xf )
12: if d(p, x) ≤ crτ ` and f ≤ ` < g then
13: Add xf to Rel(p`)
14: else if d(p, x) ≤ crτf and ` ≤ f < m then
15: if update = true then
16: Add p` to Rel(xf )

17: candidates← candidates ∪ ch(xf )

Theorem 6 For each node p` in T ∈ CT(τ, cp, cc) and

cr = ccτ
2

(τ−1)2 , Relatives correctly finds Rel(p`).

Proof. Suppose for contradiction there exists xf with
yg = par(xf ) such that xf ∈ Rel(p`), and Relatives
does not find it. Therefore, either xf /∈ Rel(qm) or it has
an ancestor sh with h ≤ m − 1 such that p` /∈ Rel(sh).
We consider each case separately.

Case 1: xf /∈ Rel(qm). In this case, at least one of
the two conditions of relatives does not hold for xf . If
d(q, x) > ccτ

2

(τ−1)2 τ
m, then by the triangle inequality,

d(p, x) ≥ d(q, x)− d(p, q) >
ccτ

2

(τ − 1)2
τm − ccτm

> cc
2τ − 1

(τ − 1)2
τ `+1.

We assumed that xf ∈ Rel(p`), so d(p, x) ≤ ccτ
2

(τ−1)2 τ
`.

These inequalities imply τ < 1, a contradiction. If

d(q, x) ≤ ccτ
2

(τ−1)2 τ
m and g > f > m, then f > ` is

also a contradiction. The last case d(q, x) ≤ ccτ
2

(τ−1)2 τ
m

and f < g ≤ m is a special case of p` /∈ Rel(sh), which
is described in the following.

Case 2: p` /∈ Rel(sh). We know that ` < h < m,

so d(p, s) > ccτ
2

(τ−1)2 τ
h. Also, τh−1 ≥ τ ` because h ≥

` + 1. Using the triangle inequality and then applying

Lemma 4,

d(p, s) ≤ d(p, x) + d(x, s) <
ccτ

2

(τ − 1)2
τ ` +

ccτ

τ − 1
τh

<
ccτ

2

(τ − 1)2
τh−1 +

ccτ

τ − 1
τh = cc(

τ2

(τ − 1)2
)τh.

This is a contradiction. �

Theorem 7 Algorithm 1 has time complexity

O(ρ
lg( ccτ

cp(τ−1)
)2τ
n).

Proof. We use an amortized analysis for the time com-
plexity of Relatives. While finding relatives, if a node
is inserted into the relative list of another node, we de-
crease one credit from the node whose relative list has
been grown. Note that in Algorithm 2, for a node xf in
Rel(qm) or children of Rel(qm), when xf /∈ Rel(p`) and
p` /∈ Rel(xf ), p` is responsible for checking xf . Also, a
child of a node xf is required to be checked against rel-
ative conditions if p` ∈ Rel(xf ). In this case, we charge
node xf one credit. From Lemma 3, the relative list for

each node has size O(ρ
lg ccτ

2

cp(τ−1)2 ). Also, Lemma 1 im-

plies that each node has at most O(ρ
lg ccτcp ) children.

Therefore, the total required credit for each node of

the tree is O(ρ
lg ccτ

2

cp(τ−1)2 ) + 2 · O(ρ
lg ccτ

2

cp(τ−1)2 ρ
lg ccτcp ) =

O(ρ
lg( ccτ

cp(τ−1)
)2τ

). So, the total total time complexity is

O(ρ
lg( ccτ

cp(τ−1)
)2τ
n). �

5 Transform cover trees

For a cover tree, there is a trade-off between the height
of the tree and the scale factor. It is not hard to see that
the height of a cover tree has upper bound O(logτ ∆).
So by increasing the scale factor, the height of the tree
will be decreased. Also, from Lemma 1, increasing the
scale factor results in more children for each node of a
cover tree.

In this section, we define two operations to change
scale factor of a given tree. A coarsening operation
modifies the tree to increase the scale factor. Simi-
larly, a refining operation results a tree with smaller
scale factor. Note that in Theorem 5, we assumed that
τ > 2cc

cp
+ 1. However, in many cases we may have

τ ≤ 2cc
cp

+ 1. For example, Beygelzimer et. al. [2] set

τ = 2, and they found τ = 1.3 is even more efficient in
practice. In these situations, we can use the coarsening
operation to get a cover tree with the stronger packing
and covering conditions of net-trees.

5.1 Coarsening

The coarsening operation can be seen as combining ev-
ery k levels of T into one level in T ′. We define a map-
ping between nodes of T and T ′. In this mapping, each
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Algorithm 3 Coarsening operation for a given cover
tree

1: procedure Coarsening(T, k)
2: T ′ ← ∅
3: Augment(T, 3ccτ

2

(τ−1)2 )

4: for all p` ∈ T in increasing order of level ` do
5: qm ← the lowest ancestor of p` with m′ > `′

6: if p = q then
7: p`

′ ← FindNode(high(p), `′)
8: q`

′+1 ← FindNode(high(q), `′ + 1)
9: else

10: par ← qm

11: relatives← Rel(qm)
12: if m′ > `′ + 1 then
13: h← k(b`/kc+ 2)− 1

14: Relatives(qh, 3ccτ
2

(τ−1)2 , false) ∪ {qh}
15: relatives← Rel(qh)

16: for all xf ∈ relatives do
17: if f ′ = `′ + 1 then
18: xf ← RestrictedNN(p, xf , k)

19: if d(p, x) < d(p, par) then
20: par ← xf

21: par`
′ ← FindNode(high(par), `′)

22: par`
′+1 ← FindNode(high(par), `′ + 1)

23: p`
′ ← FindNode(high(p), `′)

24: Add p`
′

as a child of par`
′+1

node p` in T maps to a node p`
′

= pb`/kc in T ′. Here,
we use prime as a function that indicates the level of the
node in T ′ that corresponds to p`, i.e. `′ = b`/kc. We
also assume that each point p in T ′ maintains high(p),
which is the highest node of T ′ associated to point p.
Algorithm 3 describes the coarsening operation.

Coarsening uses three procedures Relatives, Re-
strictedNN, and FindNode. The first procedure is
described in Algorithm 2. Note that in Algorithm 3, T
does not have node qk(b`/kc+2)−1. This node is a dummy
and we set qm as its parent. The only reason to use this
dummy node is to bound the running time of the al-
gorithm. The next procedure is RestrictedNN, and
it returns the nearest neighbor to point p among those
nodes of the subtree rooted at xf such that their levels
in T ′ are greater that `′. Finally, FindNode receives a
node p`

′
and a level m′ in T ′, and it tries to find node

pm
′
. If it finds that node, the node is returned. Oth-

erwise, pm
′

will be inserted in T ′ such that it satisfies
all properties of a hierarchical tree. More specifically, if
pm
′

has only one child pe
′

and pe
′

has only one child,
then pe

′
will be removed from T ′ and the only child of

pe
′

will be added as a child of pm
′
. Then, this new node

will be returned.

Theorem 8 Algorithm 3 converts a T ∈ CT(τ, cp, cc)
to T ′ ∈ CT(τk, cp,

ccτ
τ−1 ).

Proof. The theorem requires showing three invariants
holds: the covering property, the packing property, and
the parent relation. First we prove that T ′ satisfies the
covering property. If re ∈ T is the descendant at most
k levels down from some p`, then from Lemma 4,

d(p, r) <
ccτ

τ − 1
τ ` <

ccτ

τ − 1
(τ ′)`

′
.

Because we are combining sets of k consecutive levels,
it follows that each node in T ′ will have a node in the
level above whose distance is at most this amount. It
follows that T ′ has a covering constant ccτ

τ−1 .

Next, we prove that the packing constant is correct.
If ` = k`′, then the minimum distance between points in
level `′ of T ′ is equal to the minimum distance between
points in level ` of T , which is at least cpτ

` = cp(τ
′)`
′
.

Thus, the points in level `′ of T ′ satisfy the packing
condition and the packing constant is cp.

Now, we prove that this algorithm correctly finds the
parent of p`

′
in T ′. Without loss of generality, let ` be

divisible by k. Also, let s be the closest point to p among
all points in L`+k, and s has been appeared for the first
time in level e such that e′ > `′. So, s is the right parent
for p`. For contradiction, assume that se /∈ Rel(qm) and
se is not resulted from RestrictedNN over all nodes
in Rel(qm). Let th be parent of se. From Lemma 4,

d(p, s) < d(p, q) ≤ ccτ

τ − 1
τm.

We have following cases:

Case 1: d(s, q) > 3ccτ
2

(τ−1)2 τ
m. By the triangle inequal-

ity,

d(s, q) ≤ d(p, s) + d(p, q) < 2d(p, q) ≤ 2ccτ

τ − 1
τm,

which is a contradiction, because τ > 1.

Case 2: d(s, q) ≤ 3ccτ
2

(τ−1)2 τ
m and e > m. In this case,

there exists a node sg with g ≤ m, such that it satisfies
both conditions of relatives. So, sg ∈ Rel(qm) and the
algorithm correctly finds sg. 2

Case 3: d(s, q) ≤ 3ccτ
2

(τ−1)2 τ
m, m ≥ h, and Restrict-

edNN does not find se. Let xf be the highest ancestor
se such that f ≤ m. Then, Lemma 4 implies

d(x, s) ≤ ccτ

τ − 1
τf <

ccτ

τ − 1
τm.

2g can be equal to −∞, in this case we have a long edge from
a node s in a level greater than m to the point s in level −∞.
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Also, by the triangle inequality,

d(x, q) ≤ d(x, s) + d(p, s) + d(p, q)

< d(x, s) + 2d(p, q)

<
ccτ

τ − 1
τm +

2ccτ

τ − 1
τm

<
3ccτ

τ − 1
τm <

3ccτ
2

(τ − 1)2
τm.

Therefore, xf ∈ Rel(qm). Because e′ > `′, Restrict-
edNN returns se as the nearest neighbor to p`, which
is a contradiction. �

Theorem 9 The time complexity of Algorithm 3 is

O(ρ
lg( ccτ

cp(τ−1)
)2τ
n lg k).

Proof. From Theorem 7, T can be augmented with rel-

atives in O(ρ
lg( ccτ

cp(τ−1)
)2τ
n) time. As a preprocessing

step, we can maintain the lowest ancestor of all nodes
in T in O(n) time, which results a constant time ac-
cess in the algorithm. By Lemma 3, the size of each

list of relatives is O(ρ
lg ccτ

2

cp(τ−1)2 ). The time complexity
of RestrictedNN is O(lg k), because the height of the
subtree is O(k). When Algorithm 3 is processing all
nodes of level ` in T , for each point p in T ′, the level of
high(p) is at most `′+1. So, FindNode requires O(1) to
return a node of T ′ in level `′ or `′+1. Since the number
of edges in T is O(n), finding relatives of dummy nodes
will be done O(n) times for the entire algorithm. Conse-
quently, because cc ≥ cp > 0, the total time complexity

of the algorithm is O(ρ
lg( ccτ

cp(τ−1)
)2τ
n lg k). �

5.2 Refining

Decreasing the scale factor is another useful operation
for cover trees, and we call this operation refining. To
refine a given cover tree T , each level ` in T is split into
at most k levels k`, . . . , (k`+ k− 1) in T ′. Note that by
this division, a node p` in T may be appeared at most k
times in levels k`, . . . , (k`+ k − 1) of T ′. Similar to the
coarsening operation, suppose that each point p in T ′

maintains high(p) which is the highest node associated
to point p. Algorithm 4 describes the refining operation.

Theorem 10 Algorithm 4 turns T ∈ CT(τ, cp, cc) into
T ′ ∈ CT(τ1/k, cp, cc).

Proof. First, we prove that the algorithm correctly
finds parent of each node in T ′. Note that q as the
current parent of p` in T may not be the right parent
of it in T ′ because there may exist a node x` such that
d(p, x) < d(p, q) and the level of x in T ′ be greater than
the level of p in T ′. In this case, p should be inserted as
a child of x. To find the right parent of p`, we search its
nearby nodes and select the closest node that satisfies
the covering property with constant cc.

Algorithm 4 Refining operation for a given cover tree

1: procedure Refining(T, k)
2: T ′ ← ∅
3: Augment(T, 3ccτ

2

(τ−1)2 )

4: for all p` ∈ T in increasing order of level ` do
5: Let qm = par(p`)
6: ph

′ ← high(p)
7: if p = q and h′ < k` then
8: pk` ← FindNode(high(p), k`)
9: qk(`+1) ← FindNode(high(q), k(`+ 1))

10: else if p 6= q then
11: par ← qm

12: list← ⋃
sh∈Rel(qm) ch(sh) \ {q`}

13: for all xf ∈ list where f = ` do
14: xh

′ ← high(x)
15: if d(p, x) ≤ ccτ

h′/k and d(p, x) <
d(p, par) then

16: par ← xf

17: Find an i such that cpτ
`+i/k <

d(p, par) ≤ ccτ `+(i+1)/k

18: park`+i+1 ← FindNode(high(par), k` +
i+ 1)

19: park`+i ← FindNode(high(par), k`+ i)
20: pk`+i ← FindNode(high(p), k`+ i)
21: Add pk`+i as a child of park`+i+1

Now, we show that those nodes of T that have ap-
peared for the first time in level ` only required to be
checked. Let x have appeared for the first time in level
h > `. By the parent property of T , d(p, q) < d(p, x),
otherwise p should have x as its parent. Therefore, p
cannot be closer to x than q and we can ignore x in the
search process.

We also show that the right parent of p in T ′ is in the
set of children of relatives of q`+1. Let x` serve as the
parent of p in T ′. So, d(p, x) < d(p, q) ≤ ccτ

`+1. From
the previous part, we know that x` has parent y`+1 and
x 6= y. By the triangle inequality,

d(q, y) ≤ d(q, p) + d(p, x) + d(x, y) < 3cpτ
`+1

<
3ccτ

2

(τ − 1)2
τ `+1.

It implies that y`+1 ∈ Rel(q`+1).
Now, we should find the right level k` + i such that

insertion of p in that level and as a child of x satisfies
both packing and covering conditions with constants cp
and cc, respectively. So, in this way we guarantee that
these constants in T ′ will be the same as T . �

Theorem 11 Algorithm 4 has time complexity

O((ρ
lg( ccτ

cp(τ−1)
)2τ

+ k)n).

Proof. By Theorem 7 we can augment T in

O(ρ
lg( ccτ

cp(τ−1)
)2τ
n) time. From Lemma 3 and Lemma 1,
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number of nearby nodes to p` is O(ρ
lg( ccτ

cp(τ−1)
)2τ

). Note
that for each node p` ∈ T in this algorithm, level of
high(p) in T ′ is at most k(`+1). Therefore, FindNode
requires O(k) to return a node which is in a level be-
tween k(`+1) to k` in T ′. Also, finding the right interval
i requires O(lg k). Therefore, the time complexity of the

refining algorithm is O((ρ
lg( ccτ

cp(τ−1)
)2τ

+ k)n). �

6 Conclusion

In this paper, we add an easy to implement condition to
cover trees and we show that a cover tree with a large
enough scale factor is a net-tree. We also proposed a
linear time algorithm to augment nodes of a cover tree
with relatives. Furthermore, we present two linear-time
algorithms to transform a cover tree to a coarser or finer
cover tree. In fact, these two operations are useful to
trade-off between the depth and the degree of nodes in
a cover tree.
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On the Triangulation of non-fat Imprecise Points

Vahideh Keikha∗ Ali mohades ∗ Mansoor Davoodi†

Abstract

In this paper, we address the problem of computing a
triangulation of imprecise points modeled by non-fat
regions posed by Van Kreveld et al. [SIAM J. Com-
put(39), 2990-3000 (2010)]. In particular, we study the
problem of preprocessing a set of n line segments in the
plane so that if one point per region is specified with
precise coordinates, a triangulation of the points can be
computed in o(n log n) time. We first model the points
with perpendicular line segments and show if imprecise
points have uniform distribution in their corresponding
bounding box, in O(n log n) preprocessing time a trian-
gulation of any exact set of points can be computed in
expected linear time. Although, we show even comput-
ing an arbitrary triangulation in this model can take
Ω(n log n) time in the worst case. Also some related
lower bound proofs are provided at the end.

1 Introduction

In recent years there has been a marked attention on the
use of exact data, to the use of uncertain data as the
input of some of the geometric algorithms. It is because
we widely have to work with data obtained from devices
for obtaining certain information in applications of the
real world. In this situation, an inherent imprecision
seems to be unavoidable. A very common setting in the
concept of imprecision of data is region based models:
a set of planar regions are given and each of them rep-
resents an estimate about one of the input points. In
this model there is an equal chance of point existence
in everywhere of its corresponding region and also we
know the corresponding region of each point.

In this paper, we study the problem of triangulation
of a set L of n imprecise points modeled as zero-area re-
gions and each of which can intersect with O(n) other re-
gions. There is a fair amount of studies that assume the
input regions have non-zero area. Löffler and Van Krev-
eld [8] considered the problem of computing the largest
and smallest possible convex hull of a set of imprecise
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partment of Mathematics and Computer Science, Amirkabir
University of technology, Tehran, Iran, va.keikha@aut.ac.ir,

mohades@aut.ac.ir
†Department of Computer Sciences and Information Technol-
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points that modeled by line segments and squares and
measured by perimeter and by area. The running times
of their algorithms varied from O(n log n) to O(n13).
Some of their results on the area of the convex hull
has been improved by Ju et al. [6]. In [3] Ezra and
Mulzer studied the problem of computing the convex
hull of a set of imprecise points that modeled by lines
and presented an algorithm with quadratic preprocess-
ing time and space and O(nα(n) log∗ n) expected query
time. They also presented that for the problem of com-
puting the convex hull, the closest pair and the sorting
problem on a given query set of exact points, prepro-
cessing of the input regions that include a set of lines is
unlikely to decrease the query time to o(n log n).

With a translation to imprecise context, there are also
multiple studies related to the non-fat imprecise points,
e.g., Goodrich and Snoeyink [4] studied the problem
of finding a point on each of the given parallel line
segments such that the resulting point set is in con-
vex position. If there exists a solution, their algorithm
can find it in O(n log n) time, and in O(n2) time the
minimum possible area or perimeter of the solution can
be computed. Mukhopadhyay et al. [12] studied the
problem of computing the smallest possible area convex
polygon that intersects a set of parallel line segments
in O(n log n) time, and Rappaport [16] considered the
smallest perimeter polygon transversal of a set line seg-
ments in a constant number of directions, after spending
O(n log n) time cost.

Also some of the efforts have been made for com-
puting triangulation of a set of imprecise points. Held
and Mitchell [5] were the first to study the problem of
triangulation of a set of imprecise points modeled by
disjoint disks of uniform size. After spending O(n log n)
preprocessing time they computed an arbitrarily trian-
gulation of a set of query points in O(n) time. With
some constraints, their results can be extended to con-
vex regions with non-zero area. Van Kreveld et al. [7]
generalized their results by finding an arbitrary trian-
gulation of a set of imprecise points modeled by polyg-
onal regions. Their algorithm can be extended for a set
of line segments, under the constraint that each region
has constant number of intersections with the other re-
gions (in this paper, we mainly focus on removing this
constraint). Also some studies are concerned with pre-
processing a set of imprecise points mainly modeled by
disks in O(n log n) time, so that if one point per region
is specified with precise coordinates, Delaunay triangu-
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lation of the points can be computed efficiently[1, 9].
In all of the studies computing a triangulation of impre-
cise points, the imprecision regions are fat and intersec-
tion between the regions is a challenging problem. In
fact, the extension of previous algorithms work only to
a class of fat shapes with constrained number of inter-
section between the regions. So an interesting question
is what can be done for more general regions. As said in
previous studies, there is no hope if we have zero-area re-
gions with many intersection between the regions. But
there is no lower bound proof for many of the problems
in these cases. Also some situations may exist that one
can do better. Motivated by these questions we studied
the following problem:

Problem definition. Let L =
{
l1, l2, . . . , ln

}
be a set

of n line segments in the plane, each of which represents
the possible location of an imprecise point. We wish to
preprocess them in such a way that whenever an exact
set of points are arrived (one point per region) one can
compute a triangulation of them in o(n log n) time.

Our results. We will give a lower bound proof for the
problem stated above, although we show if the regions
include perpendicular line segments and have uniform
distribution in their corresponding bounding box, after
O(n log n) preprocessing time and using O(n) space, one
can compute a triangulation of the query points with
high probability in expected linear time. Furthermore,
we show that even computing an arbitrary triangula-
tion in this model can take Ω(n log n) time in the worst
case. In fact, we will show no preprocessing can result
in computing a triangulation of the query points more
quickly than from scratch. Finally, some related lower
bound proofs are provided at the end.

Assumption 1. Our computational model is unit
cost Ram model, where every operation on real numbers
takes constant time, including ⌊.⌋ operation. We also
assume exact computations.

Assumption 2. Our uniform distribution assump-
tion is one in which by moving a square 1 in the corre-
sponding bounding box of the regions, the same order
of regions have been intersected all the times.

It should be noted that in case of uniform distribution
of perpendicular regions, the query points do not neces-
sarily realize the uniform distribution in the bounding
box of the regions (think of the problem in 1D space),
otherwise, one can subdivide the bounding box into a
grid whose size is chosen to make most grid cells con-
tain a constant number of points, construct simple tri-
angulation graphs in the grid cells, and the totally tri-
angulation graph can be constructed in a substantially
sub-linear (e.g., O(

√
n log n)) time with high probabil-

ity. Also, this assumption is not unrealistic as it is pos-
sible a set of uniformly distributed points having some

1With the sidelength larger than the sidelength of smallest
square in intersect with at least one region.

Figure 1: Possible cases for intersection of two triangu-
lation graphs.

imprecisions during their measuring procedure. The De-
launay triangulation also takes Ω(n log n) time in the
worst case in this model, since Seidel [17] showed that
even if the sorted order of a set of points is given, com-
puting the Delaunay triangulation requires Ω(n log n)
time. So even if the input regions contain only paral-
lel line segments (or lines), because any preprocessing
just yields the sorted order of points, computing the De-
launay triangulation of an exact set of points requires
Ω(n log n) time in the worst situation.

2 Triangulation of Imprecise Points

We first define some notation that we will use in subse-
quent sections. For a set P of points, CH(P ) and T (P )
respectively represents the convex hull and the trian-
gulation of P , for a given point Q in R2, Qx and Qy

denote the x and y-coordinate of Q. When we use the
index h (v) for an object, we mean that object is a hori-
zontal (vertical) line segment or belongs to a horizontal
(vertical) line segment. Also we use the word segment
instead of line segment.

At first assume that L contains only parallel seg-
ments. Without loss of generality, let the segments be
vertical. Note that any preprocessing can yield only the
sorted order of points. So whenever the exact set of y
coordinates are arrived, compute a x-monotone chain
of sorted points by x-order in linear time. we can com-
pute the convex hull of these points in linear time by
e.g., applying a variant of Melkman’s algorithm [11].
The pockets formed between the monotone chain and
its convex hull are also y-monotone and can be trian-
gulated in linear time. So a triangulation of the query
points in the case of parallel segments can be computed
in linear time. We can store this structure in a DCEL
in O(n) space.

Lemma 1 Let L =
{
l1, l2, . . . , ln

}
be a set of n parallel

segments in the plane, each of which corresponds to an
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Figure 2: An example. (a) The open points located
outside CH(V ) show the four possible regions contain-
ing the elements of set O. (b) The segments connecting
open points show the monotone chain of northwest area
points of O and its corresponding monotone chain of
CH(V ) that starts in Lv and ends with Tv.

imprecise point. A triangulation of an exact set of points
(one point per region) can be computed in O(n) time and
space after O(n log n) preprocessing time.

The problem we first discuss in this section is the fol-
lowing:
Let L =

{
lv1 , lv2 , . . . , lvnv

, lh1 , lh2 , . . . , lhnh

}
be a set of

nv vertical and nh horizontal segments where nv +nh =
n, each segment represents an imprecise point and
nv, nh ∈ Ω(n). We wish to preprocess them in such
a way that one can compute a triangulation of an ex-
act given set of points (one point per region) with high
probability in expected linear time.

2.1 Preprocessing

We will show that if the imprecise points modeled by
perpendicular segments have uniform distribution in
their corresponding bounding box, called B, it is pos-
sible to find a triangulation of query points with high
probability in expected linear time. As we will show
later in this paper, even computing an arbitrary triangu-
lation of query points in this model can take Ω(n log n)
time in the worst case.
In preprocessing step, we first sort the vertical and hor-
izontal segments separately taking O(n log n) time, the
sorted lists is stored separately in DCEL structures.
Also we construct a regular m × m grid on B. We set
m to

√
n. Without loss of generality assume the lowest

leftmost corner of the grid has the coordinates (0, 0).
For each grid cell � we compute the covered x and y
ranges. These values determine a distinct hash key for
each �. So every � of B has a unique key; indeed, let Q
be any point in �, and consider the pair of integer num-
bers key� = key(Q) = (⌊Qx/ length of �⌋, ⌊Qy/width
of �⌋). Obviously, only points inside � are going to be
mapped to key �. So by constructing a linear size hash
structure, a point location operation can be performed

in constant time.

2.2 Triangulation Algorithm

In query stage, a set P ={
pv1 , pv2 , . . . , pvnv

, ph1 , ph2 , . . . , phnh

}
⊂ R2 of ex-

act points are given, where pvi ∈ lvi , phi ∈ lhi , and
put V =

∪
pvi and H =

∪
phi . Using Lemma 1, the

triangulation of each of V and H can be computed in
linear time. All the cases of possible intersection of two
triangulation graphs are depicted in Figure 1. Also by
the intersection detection algorithm in [13] (chapter
7) and the constructed DCEL structures in previous
step, we can determine the witnessed case and also the
points in intersection area (if any) in linear time. We
will show how we handle each of the illustrated cases
in the following:

Case a. There is no intersection between T (V ) and
T (H).

If there is no intersection between T (V ) and T (H),
there is also no intersection between CH(V ) and
CH(H). So the problem reduces to computing T (V )
and T (H) using Lemma 1 and triangulation of the re-
gion constructed by merging CH(V ) and CH(H). Since
we want to find just a triangulation of the points, a
simple idea from the algorithm that find the tangents
between two disjoint convex hulls [15] can be used to
triangulate the area between the hulls.

Case b. There are some points from one set in the
area intersected by the convex hull of other set.

In this case, we fix the constructed triangulation of
one set and handle separately the points of other set
that locating both inside and outside of the convex hull
of first set. It should be noted that if we first compute
the triangulation of both sets, it may happen that all the
triangles of one set intersect with the triangles of other
set (each triangulation is a planar graph, then we may
have two graphs with O(n) pairwise crossing edges). To
the best of our knowledge there is no planarization al-
gorithm for handling such situation in linear time (see,
e.g., [2]).
Without loss of generality, assume we compute and fix
T (V ) and add set H to the existing triangulation graph.
Clearly the points belong to H can located both inside
and outside CH(V ). We call I the set of elements of
H that located inside CH(V ), and O the elements in
H \ I. We first explain the handling of set O. Knowing
the elements of I, set O can also be computed in linear
time. Firstly find the topmost, rightmost, bottommost
and leftmost points of CH(V ), that are the axis-extreme
points of V and denote them with Tv, Rv, Bv and Lv,
respectively. These four points divide the CH(V ) into
four convex (and also monotone in y-direction) chains
that are the northwest chain, the southwest chain, the
southeast chain and the northeast chain. The northwest
convex chain, for example, will be the chain that starts
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from Lv and ends with Tv (see Figure 2(b)), etc.

Also with a linear scan of O we can classify its ele-
ments into four disjoint groups according to their coor-
dinates, as in Figure 2(a):

The northwest area points: the points that have x-
coordinate smaller than T x

v and y-coordinate larger than
Ly

v and located in the northwest area of the CH(V ).
These points belong to set H that their supporting seg-
ments have been sorted in a DCEL in preprocessing
step. Then one can find a y-monotone chain (possi-
bly a point or segment) by connecting these points in
bottom-to-top direction.

The southwest area points: the points that have x-
coordinate smaller than Bx

v and y-coordinate smaller
than Ly

v and located in the southwest area of the
CH(V ).

The southeast area points: the points that have x-
coordinate larger than Bx

v and y-coordinate smaller that
Ry

v and located in the southeast area of the CH(V ).

The northeast area points: the points that have x-
coordinate larger than T x

v and y-coordinate larger than
Ry

v and located in the northwest area of the CH(V ).

So we have two monotone chains in each of the four
regions. Although all the points of O are located outside
the CH(V ), but each monotone chain of O may inter-
sect with its corresponding monotone chain of CH(V ).
We use a bottom-up sweep line that handles the in-
tersection points by constructing some small monotone
polygons. For brevity of explanation we consider the
triangulation procedure of the northwest region (simi-
larly for other regions) according to Figure 3. We start
sweeping up the events from Lv to point t that is the
topmost point of O in the northwest region, and check-
ing for and handling the potential intersections between
the two northwest monotone chains. An event consist-
ing of both the points of each of chains and the inter-
section points (if any). With a slight abuse of notation,
we use Co both for the chain belongs to northwest area
points of set O and the list of segments in Co, and Cv

both for the convex chain belongs to CH(V ) and the
list of segments in Cv.

In each step, we check two segments from each of
the chains (from two preliminary constructed list of seg-
ments on each chain in bottom-up direction) for poten-
tially intersection. Whenever we find an intersection
between two segments like ℓo ∈ Co and ℓv ∈ Cv, we
ignore ℓo that causes an intersection and insert ℓ′

o and
ℓ′′
o into Co instead, for saving the connectivity of Co. So

ℓv would be a segment in Cv that causes ℓo goes into
CH(V ). Also let ℓ̃v ∈ Cv be the segment that causes ℓo

goes out of CH(V ) (possibly ℓ̃v = ℓv, if the intersection
happens at an endpoint). If we assume a bottom-to-top
direction of Co and Cv, ℓ′

o is a segment that connects the
firstpoint of ℓo to the endpoint of ℓv. Also ℓ′′

o is a seg-
ment that connects the firstpoint of ℓ̃v to the endpoint

Figure 3: (a) Two monotone chains in northwest region.
(b) The construction of small monotone polygons using
two intersected monotone chains. (c) A triangulation of
the nortwest region.

of ℓo. Then we will continue with the next segment of
Co and ℓ̃v, and proceed the lists until we find the next
two intersecting segments.

We repeat this procedure until we reach to the top-
most point of Co. Then connect b and t that are the
first and last point of Co to two appropriate vertices of
Cv for closing the boundary of the first and last con-
structed small monotone polygons. Let p, q ∈ Cv be
such vertices, then they are respectively two arbitrary
visible vertices from b and t with respectively smaller y
and larger x-coordinates than b and t (care about choos-
ing p, q in such a way that don’t violating the planarity
of the triangulation graph). Now we can triangulate the
simple monotone polygons constructed between some
parts of Cv and Co in linear time.

We also do the same procedure for the remaining
three other regions. If there was no intersection be-
tween the chains, we just need to connect the points b
and t to two points like p and q as said above. In this
case, just one monotone polygon has been constructed.
The procedure of finding the intersection points is simi-
lar to the algorithm presented in [14] that works totally
in O(n) time.

Now we have a triangulation graph with non-convex
outer boundary. We compute a maximal triangulation
of this set in linear time using e.g., the idea of the algo-
rithm that finds the convex hull of a simple non-convex
polygon [10]. The algorithm ends up when we walk
around the polygon and triangulate all the pockets mak-
ing the polygon non-convex. It takes O(n) time totally.
Finally, we proceed with a right triangulation of O ∪V .

We should also handle the set I. in this situation we
have a set of points located in some of the faces of a
triangulation graph. During the past years, a lot of ef-
forts have been made to do efficiently the point location
operation in a triangulation geometrical graph. With
the best of our knowledge, there is no linear time algo-
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rithm for handling such situation. So we try to find the
containing triangles of the points of set I in expected
linear time, and proceed by splitting each triangle into
three new triangles. During the construction of T (V ),
whenever a new triangle is created, knowing its three
vertices we can locate the containing grid cells in con-
stant time. In fact, we use these three grid cells to
compute all the cells intersected by this triangle. We
should store all the involved cells for each triangle in an
adjacency list structure. Likewise, during the construc-
tion of above structure, we also store all the triangles in-
volved by a cell. We will demonstrate the first structure
can be constructed in expected linear time, likewise the
second structure constructed during the construction of
the first one and takes expected linear time. So for each
point p ∈ I, we can determine the cell containing it and
also all the triangles involved by this cell in expected
constant time, determine the containing triangle of p
and then easily split it into three new triangles. We will
show that each triangle is contained within the union of
expected constant number of cells and vice versa. It is
important because just in this case we will totally spend
expected linear time. We discuss later that all the times
it is the case with high probability.

Also, the same procedure of case b can be applied for
other possible cases, e.g., in case c; we do triangulation
likewise the procedure done in case b knowing I = H
and O = ∅ (similarly in case d, O = H and I = ∅).

2.3 Running Time Analysis

In this section, we show the triangulation process with
high probability can be down in expected linear time.
For this purpose we should demonstrate that all the
above procedures and the required updates for the data
structures will take linear or expected linear time to-
tally. The linearity of some of the procedures has been
explained above. One of the challenges need to be ad-
dressed is that if each triangle is contained within the
union of a constant number of cells and vice versa? We
will show each triangle is contained within the union
of a constant number of cells and each cell belongs to
constant number of triangles with relatively high prob-
ability. We first consider the case of each cell belongs
to many (O(n)) triangles and give a bound on the num-
ber of such cells. Remember the regions have uniform
distribution in their corresponding bounding box B and
we construct a regular

√
n × √

n grid on B. Assume an
n×n matrix M with only 0 and 1 values. Each row rep-
resents one cell of the grid and we have n (in fact n′ that
n′ ∈ O(n)) columns representing each of the constructed
triangles. For each �i belongs to row i (1 ≤ i ≤ n) if
the triangle belongs to column j (1 ≤ j ≤ n) intersected
by �i, the Mij value would be 1 and is 0 otherwise. In
both problems stated above, the expected number of
triangles involved by a cell, and the expected number of

cells intersected by a triangle reduces to the problem of
finding the expected number of ones in a row or column
of M (with independent indicator random variables).
So the expected number of ones in a row of M would be

X =
n∑

i=1

xi, P (xi = 1) =
ri

n
.

Each xi would have a 0 or 1 value and X is the random
variable of the number of triangles involved by grid cells.
Also, ri is the number of cells in row i that valued by 1.

E(X) = E(x1 + x2 + . . . + xn) =
r1 + r2 + . . . + rn

n

Note that ri’s (1 ≤ i ≤ n) have not the same value due
to not uniformly distribution of the area of the trian-
gles. We call T the value of E(X) that shows the ratio
between the number of all the involved cells to the total
number of triangles.

T > lnn (using Chernoff’s inequality):

P (X > 5T ) ≤ e−4(ln 4)T ≤ e
−4(ln 4)(ln n)

2 =
1

n2 ln 4
≤ 1

n3

Also P (existence of a cell intersected by more than 5T

triangles) ≤ n
(

1
n3

)
= 1

n2 .

Now we should show that the required updates for
the data structures take linear or expected linear time
totally. In each step of the procedure for handling the
case b, we try one point p from set I, and in constant
time we can find the cell contains it. But also the tri-
angles that involved this cell should be found efficiently.
Assume the containing triangle of p is △p. By splitting
△p using p, three new triangles should be added to the
existing structures and △p need to be removed. So we
only need to check the cells intersected by △p. Also
the number of cells may involve by three new created
triangles is same as △p. Likewise the adjacency list of
the corresponding cells should be updated. In each of
the corresponding cell’s list, exactly one triangle should
be removed and three new triangles should be added
and this can be done easily in constant time. Also, the
DCEL contained the triangulation graph should be up-
dated by inserting constant number of edges.

From above we know that for each grid cell that in-
tersected by a constant number of triangles (and vice
versa), updating the data structures in each step takes
constant time and would be linear totally. But the cost
of handling a cell that intersected by O(n) triangles
would be O(n) time and from above, we know that the
number of such cells would be O(ln n) or more with
probability less than 1

n2 , in which the time of the al-
gorithm would exceed O(n) with probability less than
1

n2 , therefore we have an expected linear time algorithm
with probability higher than 1 − 1

n2 . Regarding these
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results, the adjacency list of triangles and cells can be
constructed and also updated with probability higher
than 1 − 1

n2 in expected linear time. Clearly as all the
other procedures can be done in linear time in the worst
case, the triangulation can be done in linear time with
probability higher than 1 − 1

n2 . Now we can write the
following theorem:

Theorem 2 Let L = {lv1 , . . . , lvnv
, lh1 , . . . , lhnh

} be a
set of nv vertical and nh horizontal segments where
nv + nh = n and nv, nh ∈ Ω(n). After O(n log n) pre-
processing time, a triangulation of an exact set of query
points (one point per region) can be computed in ex-
pected linear time.

3 Lower Bounds

In this section we represent for a set L of n imprecise
points modeled as segments or lines, computing an ar-
bitrary triangulation of an exact set of query points,
any preprocessing is unlikely to decrease the query time
to o(n log n). Of course sometimes one can obtain bet-
ter bounds if each point lies on a fat region with some
constraints on the intersection between the given input
regions [5, 7].

Let S be a set of exact points in the plan. We first
show even if we have the sorted order of a sub-set of S in
one direction in the plan, and for the remaining points of
S we have the sorted order in the other direction, com-
puting a triangulation of S takes Ω(n log n) in the worst
situation. In this case, we do reduction from dictionary
problem with multiple queries. We know that there is
an Ω(n log n) lower bound for this problem in 1D in
the algebraic computational tree model. The multiple
query version of this problem is given in the following:
Let A =

{
a1, a2, . . . , an

}
be a set in R with a1 <

a2 < . . . < an and for an arbitrary query set
B =

{
b1, b2, . . . , bn

}
⊂ R, the problem of determining

whether there exists a j for each bi, 1 ≤ i ≤ n such that
aj ≤ bi ≤ aj+1, and report it [17].

Theorem 3 Let P =
{
p1, p2, . . . , pn

}
⊂ R2 be a set of

points ordered in terms of x, and Q =
{
q1, q2, . . . , qn

}
⊂

R2 be a set of points ordered in terms of y, even comput-
ing an arbitrary triangulation of P ∪ Q takes Ω(n log n)
time in the worst case.

Proof. We call this problem Trinagulation with Par-
tially Ordered Input (TPOI), and we do reduction from
the 1D dictionary problem with multiple queries. As-
sume we have some algorithm that solves the problem
of computing some triangulation for every set P and
Q with condition stated in theorem and takes F(n) in
the worst case. We will show this algorithm with an
additional time expenditure of O(n) can solve the 1D
dictionary problem, then F(n) should be Ω(n log n).

Figure 4: Two possible triangulations for P ∪ Q

Let we are given a set A =
{
a1, a2, . . . , an

}
sorted

in terms of values as the dictionary and the set B ={
b1, b2, . . . , bn

}
as the query set. We can obtain

the set P =
{
(a1, 0), (a2, 0), . . . , (ap, 1), . . . , (an, 0)

}
⊂

R2 from A in linear time such that contains n − 1
collinear points and 1 arbitrary point having a larger
y-coordinate. Note that there is only one possible
triangulation for set P. Also form the set Q ={
(b1, 0), (b2, 0), . . . , (bq, −1), . . . , (bn, 0)

}
⊂ R2 from B

in linear time such that contains n − 1 collinear points
and 1 arbitrary point having a smaller y-coordinate.
Note that one can easily compute the sorted order of
Q according to y. There is also one possible triangula-
tion for set Q.
Then we run some algorithm that can solve the prob-
lem stated in theorem and compute the triangulation of
P∪Q in time F(n). There exists only two possible trian-
gulations, as in Figure 4. We then find z = minx(P, Q)
in linear time and run a BFS algorithm from z that takes
O(n) totally (due to planarity of triangulation graph),
and ignore ap and bq. Afterwards, we just need to lo-
cate bq in the dictionary and retain the influence of ap

that ignored previously. So we answer the dictionary
problem in time F(n) + O(n). Clearly, F(n) must be
Ω(n log n). It is easy to see that this reduction has a
linear running time. �

It can be concluded that this kind of additional input
information we consider in Theorem 3 does not reduce
the Ω(n log n) complexity of the triangulation problem,
in contrast to some of the related geometric problems,
e.g., computing the planar convex hull. We thus con-
clude:

Corollary 4 Let V =
{
p1, p2, . . . , pnv

}
⊂ R2 be a set

of points belong to vertical segments ordered in terms of
x, and H =

{
q1, q2, . . . , qnh

}
⊂ R2 be a set of points be-
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long to horizontal segments ordered in terms of y, where
nv +nh = n and nv, nh ∈ Ω(n). Even computing an ar-
bitrary triangulation of V ∪ H takes Ω(n log n) time in
the worst case.

Obviously the same lower bound holds for the case of
perpendicular lines instead of segments. Now we show
for a set L of imprecise points, if a triangulation of a
query set P can be computed in o(n log n) time, after
preprocessing L, it would be possible to solve an in-
stance of TPOI problem in the same time, that now we
know this can not happen.

Theorem 5 Let L =
{
l1, l2, . . . , ln

}
be a set of lines in

the plane and each of which is corresponding region of
an imprecise point, and let P =

{
p1, p2, . . . , pn

}
be a

set of query points where pi ∈ li, even computing an ar-
bitrary triangulation of P (after preprocessing L) takes
Ω(n log n) time in the worst case.

Proof. We do reduction from the TPOI problem. As
it was widely observed that if an algorithmic problem
with a set of real numbers as the input has a lower
bound, some of the special cases of the problem, e.g., the
problem with natural numbers as the given input, holds
also the same lower bound. Now assume a constraint
version of the TPOI problem that is defined as that
which each part of the elements of the input that is
ordered in terms of x (also for y), can achieve only an
integer value between 1 and nv (for y-coordinate this
value would be between 1 and nh), but the other parts of
each of the elements can achieve an arbitrary value, and
let P =

{
pv1 , pv2 , . . . , pvnv

, ph1 , ph2 , . . . , phnh

}
⊂ R2 be

such an instance, where nv +nh = n and nv, nh ∈ Ω(n).
For i = 1, . . .,nv, let li be the line li : px

vi
= i, and

for j = i + 1, . . .,n, let lj be the line lj : py
hi

= i for

i = 1, . . .,nh and let L =
{
l1, l2, . . . , ln

}
. Every point of

set P must lie on one of the lines of L. We put P = P,
now set P acts as a query set of L. Then we can find
the triangulation of P (and every set of points that lie
on the lines of the grid defined by L, as in Figure 5)
in o(n log n) time using the information achieved in the
preprocessing of L. It is now easy to see that the output
yields the triangulation of P in o(n log n) time that it
can not happen, and that this reduction has a linear
running time. �

Obviously the proof works in the case of the regions
including segments instead of lines, with a limitation on
the range of the coordinates of points belonging to P.

4 Discussion

In this section, we first consider the case where a con-
stant number of perpendicular segments violating the
uniform distribution assumption of the regions (there

Figure 5: Set L and a triangulation of sub-set of P that
is ordered in terms of x.

is a significant difference between the lengths of some
of them). In preprocessing phase, we can rebuild the
bounding box B such that the regions satisfy the uni-
form distribution assumption. The algorithm could be
applied for handling of such situations, except that B
is built on the set of supporting lines of the segments
that previously constructed the grid cells. Similar to
the mentioned procedure in Sect 2.2, we fix the con-
structed triangulation of set V and handle the points
of set H afterwards. But now there are three different
types of triangles in T (V ) according to the position of
the vertices of each of the triangles: all the three ver-
tices located inside or on edges of the grid boundary,
the three vertices located both inside and outside of the
grid boundary and all the three vertices located outside
of the grid boundary. We need only to consider the sec-
ond case. In this situation there exist some triangles
that involved by both of bounded and unbounded grid
cells simultaneously. But the portion that belongs to the
unbounded grid cells can not contain any point from the
set H, and there is no need for doing a point location
anyway. For the portion belongs to the bounded grid
cells we do the point location operation as said above.
So the mentioned time analysis can be considered again.

Finally it should be noted that the lower bound proofs
related to perpendicular objects do not work for the
cases either nv or nh doesn’t belong to Ω(n).
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On the Precision to Sort Line-Quadric Intersections

Michael Deakin Jack Snoeyink∗

Abstract

To support exactly tracking a neutron moving along a
given line segment through a CAD model with quadric
surfaces, this paper considers the arithmetic precision
required to compute the order of intersection points of
two quadrics along the line segment. When the orders of
all but one pair of intersections are known, we show that
a resultant can be used to determine the order of the
remaining pair using only half the precision that may be
required to eliminate radicals by repeated squaring. We
compare the time and accuracy of our technique with
converting to extended precision to calculate roots.

1 Introduction

In this work, we are concerned with ordering the points
of line-quadric intersections in 3 dimensions, where the
inputs are representable exactly using w-bit fixed-point
numbers. We will actually use floating point in stor-
age and computation, but our guarantees will be for
well-scaled inputs, which are easiest to describe as fixed-
point numbers. A representable point q or representable
vector v is a 3-tuple of representable numbers (x, y, z).
The line segment from point q to q + v is defined para-
metrically for t ∈ [0, 1] as `(t) = q + tv; note that there
may be no representable points on line ` except its end-
points (and even q + v may not be representable, if the
addition carries to w + 1 bits.)

A quadric is an implicit surface defined by its 10 rep-
resentable coefficients,

Q(x, y, z) = qxxx
2 + qxyxy + qxzxz + qxx+ . . .

+ qzzz
2 + qzz + qc = 0.

For more accuracy, we can allow more precision for
the linear and quadratic coefficients, since we will need
3w bits to exactly multiply out the quadratic terms, or
we can use a representable symmetric 3×3 matrix M , a
representable vector v, and a 3w-bit constant R to give
a different set of quadrics Q̃(p) = (p−v)TM(p−v) = R
that is closed under representable translations of v.
Whichever definition of quadrics is chosen, the param-
eter values for line-quadric intersections are the roots
of Q(`(t)) = 0, which can be expressed as a quadratic
at2 + 2bt + c = 0 whose coefficients can have at most

∗School of Computer Science, University of North Carolina at
Chapel Hill, mfdeakin@cs.unc.edu, snoeyink@cs.unc.edu

3w + 4 bits. (Four carry bits suffice to sum the 3w-bit
products; w = 16 allows exact coefficient computation
as IEEE 754 doubles; w = 33 as pairs of doubles.)

These definitions are motivated by a problem from
David Griesheimer, of Bettis Labs: rather than track-
ing a particle through quadric surfaces in a CAD model,
would it be more robust to compute the intervals of in-
tersections with a segment? We compare three meth-
ods to order line-quadric intersections. Our methods,
particularly the third, are developed and tested for the
case where only one pair of roots has a difference that is
potentially overwhelmed by the rounding errors in the
computation. We comment at the end how to handle
pairs of quadric surfaces that have more than one pair
of ambiguous roots.

2 Methods

This section outlines three methods—Approximate
Comparison, Repeated Squaring, and Resultant—to
sort the intersections with two quadrics, Q1 and Q2,
with a given line `(t), or equivalently, the roots of two
quadratics, a1t

2 − 2b1t+ c1 = 0 and a2t
2 − 2b2t+ c2 =

0. For each, we evaluate correctness, precision, and
floating-point arithmetic operations (FLOPs) required.

2.1 Approximate Comparison

The approximate comparison method computes, for
i ∈ {1, 2}, the roots r±

i = (bi ±
√
b2

i − aici)/ai ap-
proximately by computing each operation in IEEE 754
double precision or in extended precision. Actually, to
avoid subtractive cancellation, we calculate one of the
two roots as r− sign bi

i = −ci/(bi + (sign bi)
√
b2

i − aici).
The order of any two chosen approximate roots can be
calculated exactly as sign(r±

1 − r±
2 ).

The rounding of floating point arithmetic means that
even with representable input, the correct order is not
guaranteed unless we establish a gap or separation the-
orem (which are also established using resultants [1, 5])
and compute with sufficient precision. Determining this
precision is a longstanding open problem [4]. Without
a guarantee, this method requires very little computa-
tion. Computing both roots takes 12 FLOPs, with one
more to compute the sign of the difference. Moreover,
the roots can be reused in a scene of many quadrics.

We also use extended precision, where the multipli-
cations and addition in the discriminants are calculated
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with 6w bits, square root and addition at 12w bits, and
divisions at 24w bits. To actually perform the compar-
ison, one final subtraction is required at 24 times the
initial precision – 1 FLOP, with an initialization cost of
10 FLOPs per quadric intersecting the line.

2.2 Repeated Squaring

The repeated squaring method computes sign(r±
1 − r±

2 )
by algebraic manipulations to eliminate division and
square root operations, leaving multiplications and ad-
ditions whose precision requirements can be bounded.
It uses, for x 6= 0, the property that sign(y) =
sign(x) sign(x · y). Divisions can be removed directly,
since sign(r±

1 − r±
2 ) = sign(a1a2) sign(a1a2(r±

1 − r±
2 )).

One square root can be eliminated by multiplying
by r±

1 − r∓
2 , giving sign(a1a2) sign(a1a2(r±

1 − r∓
2 )) ·

sign(a2
1a

2
2(r±

1 − r±
2 )(r±

1 − r∓
2 )). When simplified, the

final sign is computed from a2
2b

2
1 − 2a1a

2
2c1 + 2a2

1a2c2 −
a1a2b1b2 ±

√
(a1a2b2 − a2

2b1)2(b2
1 − 4a1c1).

The expression under the radical is correctly com-
puted with 8× the input precision; the remaining ex-
pression can be evaluated to a little more than 4× input
precision in floating point, or can be evaluated in fixed
point in 8× input precision by isolating the radical and
squaring one last time.

This method not only requires high precision, but also
a large number of FLOPs. Computing the unambigu-
ous sign of the difference of the roots requires 15 FLOPs
total, and correctly computing the final sign requires an-
other 24 FLOPs. Unfortunately, many of the computed
terms require coefficients from both polynomials; only
the discriminants, squares, and products can be pre-
computed, which reduces the number of FLOPs by 14.
This brings us to 25 FLOPs per comparison, with an
initialization cost of 14 FLOPs per quadric.

Note that this method uses our assumption that we
know sign(r±

1 −r∓
2 ) when computing sign(r±

1 −r±
2 ), but

we can learn this from a lower precision test against
−b2/a2, since r−

2 ≤ −b2/a2 ≤ r+
2 .

2.3 Resultant

This method was previously described in [2], but a de-
scription is included here for completeness.

The resultant method computes the order of two
intersections from the resultant for their polynomi-
als, which can be written as the determinant of their
Sylvester Matrix [7, Section 3.5]. The general Sylvester
Matrix for polynomials P (t) = pmt

m + · · · + p0
and Q(t) = qnt

n + · · ·+ q0 is defined as in Equation 1.

res(P,Q) =




pm . . . p0 0 0
0 pm . . . p0 0

. . . . . .
0 0 pm . . . p0
qn . . . q0 0 0
0 qn . . . q0 0

. . . . . .
0 qn . . . q0




(1)

The resultant is also the product of the differences of
P ’s roots, a1, . . . , an, and Q’s roots, b1, . . . , bm, as in
Equation 2. [7, Section 6.4]

res(P,Q) = pn
mq

m
n

m∏

i=1

n∏

j=1
(ai − bj) (2)

The two expressions for the resultant provide us with
another method of computing the sign of one of the dif-
ferences of the two roots. Under our assumption that
we know the order of all pairs or roots except, say, a1
and b1, we can compute sign(a1− b1) from the determi-
nant and known signs, as in Equation 3 at the top of the
next page. The signs need not be multiplied; we simply
count the negatives. With quadratics, m = n = 2, so
the signs of the leading p2

2 and q2
2 will be positive and

can be ignored.
The determinant can be computed with half the pre-

cision and fewer floating point operations than repeated
squaring to correctly compute the sign of the differences
of roots of the polynomials.

Computing a general 4×4 determinant takes about
120 multiplications, and computing the determinant of
the Sylvester matrix itself would naively take 35 FLOPs
for each comparison. We can do better in Equation 5
by writing the determinant in terms of the discriminants
and other precomputed 2×2 minors from each polyno-
mial. This brings us to 11 FLOPs per comparison, with
an initialization cost of 7 FLOPs per intersection.

3 Experimental Evaluation

We experimentally evaluated the resultant method and
the approximate computation method with both ma-
chine precision and extended precision. Repeated
Squaring is dominated by the other methods so was not
tested.

We created two types of test scenes that had touching
surfaces so that random lines might have some chance
(albeit small) to give incorrect orders under approxima-
tion, and count the number of disagreements. We evalu-
ated time per comparison for each method on computers
with different processors. Finally, by varying the num-
ber of surfaces in the second type of scene, we could use
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sign(a1 − b1) = sign(res(P,Q)) sign(pn
m) sign(qm

n )
m∏

i=2

n∏

j=2
[sign(ai − bj) sign(a1 − bj) sign(ai − b1)] (3)

∆ =

∣∣∣∣∣∣∣∣

a1 b1 c1 0
0 a1 b1 c1
a2 b2 c2 0
0 a2 b2 c2

∣∣∣∣∣∣∣∣
= a2

1c
2
2 + c2

1a
2
2 + b2

1a2c2 + b2
2a1c1 − b1c1a2b2 − a1b1b2c2 − 2a1c1a2c2

αi = a2
i , γi = c2

i , δi = aibi, εi = aici, ζi = bici, Di = b2
i − εi, i ∈ 1, 2 (4)

∆ = α1γ2 + γ1α2 +D1ε2 + ε1D2 − ζ1δ2 − δ1ζ2 (5)

linear regression to determine the contribution to run-
ning time from per quadric and per comparison terms.

3.1 Experimental Setup

All methods were implemented in C++[3], and were
tested by computing the line-quadric intersection or-
ders along random lines in scenes of quadric surfaces.
The creation of these lines and quadric surfaces is de-
scribed in the next subsection. Machine precision tests
were performed in IEEE 754, with quadratic coeffi-
cients and discriminants stored as single precision floats,
with all machine precision computations performed as
floats. MPFR[6] was used to support arbitrary precision
in both the approximate comparison and the resultant
methods. The approximate comparison method used
24× the precision of a float. This was done to provide a
more analogous comparison to the resultant comparison
method, which also used 24× the precision of a float.

The first step of the evaluation for a line ` and quadric
Q was to determined if there was a real intersection
by evaluating the discriminant of the quadratic p(t) =
Q(`(t)). This evaluation was done in machine precision,
so there is a small chance that near tangent intersections
may have been missed due to numeric error in calculat-
ing the discriminant. (In our application, missing near
tangent intersections was allowed, but getting orders
wrong had been known to trap particles into repeatedly
trying to cross the same pair of surfaces, which tends to
worry a physicist.)

If the intersections are deemed to exist, the second
step is to compute the roots at machine precision. These
roots are needed to determine if the order of a pair of
intersections is ambiguous or not. Finally, the STL
sort algorithm is used to sort the intersections. The
full process was timed in nanoseconds with the POSIX
clock_gettime function.

The comparison function used for sorting came from
the method being evaluated. The machine precision ap-
proximate comparison just returns the difference of the

previously computed roots. In the increased precision
approximation and the resultant method, the difference
of the roots is compared against a threshold. If the dif-
ference was smaller than a threshold of 2−16, the more
accurate method provided is used to determine the or-
der, and an appropriate value is returned. This occurred
infrequently for a random line, and is only expected to
occur a few times for every 100k lines.

We ran tests on two computers with different speeds
and operating systems:
Arch was a Core i3 M370 processor with 2 cores, a 3
MB cache, and 4 GB of DDR3 memory clocked at 1
GHz. It ran an up-to-date installation of Arch Linux,
kernel version 4.4, and used GCC 6.0 to compile the
code with “-O3” as the optimization level. For the tests,
the performance manager was set to keep the CPU clock
at 2.4 GHz, and the process was run at nice −20.
Gentoo was a Core 2 Duo E6550 processor with two
cores, a 4 MB cache, and 8 GB of DDR2 memory clocked
at 667 MHz. It ran an up-to-date installation of Gentoo
Linux, kernel version 4.1, and used GCC 4.9 to compile
the code with “-O3” as the optimization level. For the
tests, the performance manager was set to keep the CPU
clock at 2.3 GHz, and the process was run at nice −20.

A Geekbench benchmark was employed to estimate
the floating point processor speeds, Arch 1702, and Gen-
too 1408. Thus, on average, Arch was capable of about
1.2 times more FLOPS than the Gentoo computer.

3.2 Test Scenes

We created two types of test scenes: a single scene of
Packed Spheres and a set of scenes of Nested Spheres.
All test scenes consisted of quadric surfaces stored as
4×4 matrices of IEEE754 single precision floating point
numbers. We preferred spheres and ellipsoids, since any
intersecting line would intersect twice, possibly with a
repeated root. Sorting isolated single roots is easier,
since, for example, the intersection with a plane requires
less precision. The quadric surfaces were constructed
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from the unit cube that has one corner at the origin
and the opposite corner at (1.0, 1.0, 1.0).

The single scene of Packed Spheres consisted of 1331
spheres in a hexagonal close packing lattice shown in
Fig. 1. This ensures that the spheres each have 12 in-
tersecting or nearly intersecting neighbors. The spheres
each have a radius of about 0.05 units, and are spaced
about 0.05 units from each other. The initial sphere is
centered at the origin, and one of the axes of the lattice
is aligned with the y axis of the coordinate frame. The
coefficients of the spheres are scaled so that the coeffi-
cients of the squared terms were all 1.0. This caused
the exponent range for the non-zero coefficients of the
spheres to be between −8 and 1, which is well within
the limits required for the resultant method to return
correct results.

The random lines generated for the scenes of Packed
Spheres were generated with an intersect from a uni-
form distribution over the unit cube. The directions
were generated by normalizing a vector chosen from a
uniform distribution over the cube with opposite cor-
ners at (−1.0,−1.0,−1.0) and (1.0, 1.0, 1.0). To ensure
that we are able to compute the order of intersections
exactly with the resultant method, the exponents of the
non-zero terms were constrained between -20 and 0.

We used eleven scenes of Nested Spheres. One,
shown in Fig. 1, had n = 10 spheres, the others had
n = 100i, for 1 ≤ i ≤ 10. The first sphere was cen-
tered at x0 = 0.5, y0 = 0.5, z0 = 0.5 units with a radius
of R0 = 0.5 units. The radius of successive spheres
decreased linearly so that the final sphere’s radius was
Rn = 2−16 units. Thus, Ri = Ri−1 − (R0 − Rn)/n.
The x position of successive spheres increased linearly
to fix the minimum distance at ε = 2−19 units. Thus,
xi = xi−1+(R0−Rn)/n−ε. The exponent range for the
non-zero coefficients of the spheres was chosen to be be-
tween −1 and 0, which is well within the limits required
for the resultant method to return correct results.

Each random line for the scenes of Nested Spheres
was generated by chosing a point pi from a uniform dis-
tribution over the unit cube, with a normalized direc-
tion vector toward (1.0, 0.5, 0.5)− pi, rounded to single
precision, since (1.0, 0.5, 0.5) is close to the points of
minimum distance for the sets of spheres. This made
it likely that increased precision would be required to
correctly compute the order of intersections. To ensure
that we are able to compute the order of intersections
exactly with the resultant method, the exponents of the
non-zero terms were constrained between -20 and 0.

3.3 Analysis

The time that it takes to compute the order of inter-
sections between a given line and a scene of quadric
surfaces is expected to be linear in both the number of
quadric surfaces and the number of accurate compar-

Figure 1: Test Scenes of 1331 Packed Spheres and 10
Nested Spheres, which is smallest of a family of eleven.
Random lines in Packed Spheres have some chance of
being near sphere contacts. Random lines in Nested
Spheres are unlikely to, unless they are biased to pass
by the near tangency.
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isons made. Because performing accurate comparisons
is so much more expensive than normal comparisons,
we expect there to be a clear linear relation between
the number of accurate comparisons performed and the
time it takes to perform the sorting.

The number of quadrics, on the other hand, can sig-
nificantly affect the number of intersections in the list
to be sorted, especially in antagonistic scenes. However,
most of the time spent sorting will be accounted for
by the time spent making accurate comparisons, which
we have already accounted for. Thus, the remaining
time will instead come from computing the approximate
roots, which is linear.

To analyze the Packed Spheres timing data, we used
least squares to fit a line to the number of comparisons
made and the timing data. A constant term was also
computed for the time taken computing the approxi-
mate roots.

To analyze the set of Nested Spheres scenes, we ag-
gregated the test results for the scenes so that we could
use least squares to fit a plane to the number of com-
parisons made, the number of quadric surfaces, and the
timing data. A constant term was also computed to
catch any hidden initialization costs, though we expect
this to contain mostly noise.

4 Experimental Results

The results of the experiments are shown in Table 1.
The first thing to notice is that increasing the preci-
sion of a computation is not enough to guarantee that
the result will be computed correctly. Despite increas-
ing the precision of the computations to 24× the ini-
tial precision, the increased precision approximation
still fails for 1044/11000 of the random lines in the
Nested Spheres scenes. It did, however, perform signifi-
cantly better than the original calculation, which failed
for 8272/11000 of the lines. More lines are needed to
find examples that cause errors in the Packed Spheres
scene, but based on previous experiments, we can ex-
pect several to occur by the k · 100th test.

In addition to guaranteeing correctness, the resul-
tant method also performed well against the generic in-
creased precision method. For the set of Nested Spheres
scenes, it cost slightly more to compute the order of in-
tersections on a time per quadric basis. The approx-
imate computation with increased precision can cache
intermediate values more effectively, reducing its cost.

The resultant method performed extremely well on
the time per comparison basis, as it actually beat the in-
creased precision method by more than it lost out on in
the time per quadric basis in the Nested Spheres scenes,
and the Packed Spheres scene on the Gentoo machine.

After removing the time per quadric basis in the
tests with the Nested Spheres scenes, the constant term

Figure 2: Evaluation Time for a Line (ms) vs. the Num-
ber of Comparisons; Sorting the intersections of 1k lines
in each of the Nested Spheres test scenes on the Gentoo
machine; Red Dot’s (above the bars): Approxi-
mation Method at 24× the Input Precision; Blue
Bars (beneath the dots): Resultant Method. The
least squares coefficient for the time per quadrics has
been subtracted out to better show the actual fit. The
lines show the respective least squares fits without the
quadric term.

appears somewhat nonsensical. From previous experi-
ments, we have concluded that this is mostly noise, sug-
gesting that we obtained most of the useful information
from the measured times. This suggests the time per
quadric is the main contributor to the constant time in
the tests with the Packed Spheres scene as we expected.

Figure 2 shows a plot of the results from one of the
tests. It appears to confirm our expectation that the
time required is linearly correlated with the number of
precision increases.

5 Conclusion

In this paper we showed how the resultant method can
guarantee the correct order of line-quadric intersections
at a similar cost to using an increased precision approxi-
mation method. We have also shown that naively using
increased precision to improve accuracy is not enough
to eliminate errors, and that one must take into account
the operations being used and the ranges of the input.

We have assumed that we know the order of all roots
except one pair. Even if one’s application does not pro-
vide this information, for quadratic equations it is rela-
tively easy to obtain using lower precision than it takes
to compare roots. The zero of the derivative xi = −bi/ai

126



28th Canadian Conference on Computational Geometry, 2016

Table 1: Analysis of the timing of the Approximate Comparison and Resultant Comparison. Timing data for 11k
lines was analyzed for the Packed Spheres scene to find the coefficients of the best fitting lines. Timing data for 1k
lines was analyzed for each of the set of 11 Nested Spheres scenes to find the coefficients of the best fitting planes.
The dimensions are the number of quadric surfaces and the number of increased precision comparisons made.

Scene Machine Method Errors ms/Quadric ms/Comp Const ms
∑

Residual (ms2)
Nested Arch Approximate 8272 0.00425 0.000361 -0.0693 149.084
Spheres Increased Prec. 1044 0.00554 0.105 -0.567 87655.1

Resultant — 0.00670 0.100 -0.746 80544.6
Gentoo Approximate 8244 0.00379 0.000313 -0.0519 34.4705

Increased Prec. 1042 0.00484 0.146 -0.110 11944.9
Resultant — 0.00584 0.141 0.00485 19872.5

Packed Arch Approximate 0 – 0.00738 4.54 21.7059
Spheres Increased Prec. 0 – 0.126 4.49 22.4387

Resultant — – 0.130 4.51 23.5822
Gentoo Approximate 0 – 0.00180 4.37 3.75176

Increased Prec. 0 – 0.156 4.37 3.76225
Resultant — – 0.155 4.41 3.83604

separates r−
i and r+

i by value of the discriminant. If
x1 = x2 then comparing squared discriminants tells us
all we need to know about root orders. When, wlog,
x1 < x2, we use the signs of both quadratics at x1 and
x2 to bound roots to intervals, and can again compare
squared discriminants to reveal the order for all but one
pair.
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Abstract

We generalize the local-feature size definition of adap-
tive sampling used in surface reconstruction to relate
it to an alternative metric on Euclidean space. In the
new metric, adaptive samples become uniform samples,
making it simpler both to give adaptive sampling ver-
sions of homological inference results and to prove topo-
logical guarantees using the theory of critical points to
distance functions.

1 From Surface Reconstruction to Homology Infer-
ence

To reconstruct a surface from a point set, one needs the
sample to be sufficiently dense with respect to not just
the local curvature of the surface, but also the distance
to parts of the surface that are close in the embedding
but far in geodesic distance. Otherwise, algorithms have
no way of identifying which geometrically close sample
points correspond to local neighborhoods in the sur-
face. Adaptive sampling with respect to the so-called
local feature size as introduced by Amenta and Bern [2]
neatly characterizes such “good” samples and was then
used in many later works on surface reconstruction with
topological guarantees [7]. Such adaptive samples are in
contrast to uniform samples for which a single parame-
ter determines the density, usually driven by minimum
of the local feature size and resulting in a much larger
sample.

Later work on generalizations of surface reconstruc-
tion and homology inference related the topology of
unions of balls centered at a sample X̂ near the un-
known set X to the topology of X itself. A union of
balls with a fixed radius can be viewed as a sublevel
set of the distance function to X̂. If we have an adap-
tive sample, then we would like to scale the radii of the
balls as well. However, if the sample is adaptive with
respect to a local feature size defined as the distance to
an unknown set L, another approximation L̂ near L is
necessary. Indeed, one interpretation of some Voronoi-
based surface reconstruction algorithms is that first an
approximation L̂ to the medial axis L is computed from
the Voronoi diagram of the sample X̂ of the unknown
surface X.

We present a new perspective on adaptive samples.
For any pair of disjoint, compact sets X and L, we de-

fine a metric on Rd \L with the property that a uniform
sample of X in the new metric corresponds to an adap-
tive sample in the Euclidean metric. This new metric
can also be extended to an arbitrarily close Riemannian
metric over the same domain. Our main motivation
is to connect adaptive sampling theory to the critical
point theory of distance functions used extensively to
prove topological guarantees in topological data analy-
sis [9, 4, 3]. That theory gives natural topological equiv-
alences between sublevel sets of distance functions to
compact sets in Riemannian metrics. Thus, we propose
to use this new metric as the underlying ideal object
and then relate it to a union of Euclidean balls con-
structed from approximations to X and L. Our metric
can be viewed as a smoothed version of an adaptive met-
ric used by Clarkson [5]. Our new formulation reveals
connections with recent work on path planning [10, 1]
and density-based distances [6].

2 Background

Let L and X be compact subsets of Rd with respect to
the Euclidean metric. For x, y ∈ Rd, define Path(x, y)
to be the set of bounded piecewise-C1 paths from x
to y, parametrized by Euclidean arc-length. Similarly,
Path(x, S) :=

⋃
s∈S

Path(x, s) denotes all paths from x to

a set S.

For any compact set L ⊆ Rd, define fL(·) : Rd →
R by fL(x) := min`∈L ‖x − `‖. Define dL(x, y) :=
minγ∈Path(x,y)

∫
γ

dz
fL(z) . Note that dL is a Riemannian

metric on Rd \ L. The length of a unit-speed path
γ : [0, a]→ Rd is denoted as |γ| :=

∫
γ
dz =

∫ a
0
dt.

For y ∈ Rd, define fLX(y) := dL(y,X) =

minx∈X dL(y, x), and f̂LX(y) := minx∈X
‖y−x‖
fL(x) .

Note that fLX(·) is a distance function, while f̂LX(·) is
not. The latter function can be interpreted as a first-
order approximation of the former.

The two sets resulting from the level sets of these
functions are defined below, with the goal being to ap-

proximate ALX(·) by BL̂
X̂

(·), where L̂ and X̂ are approx-
imations of L and X respectively.

Definition 1 For any compact set X ⊂ Rd \ L, for
some compact set L ⊂ Rd, the α-offsets with respect to
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dL are

ALX(α) := {x ∈ Rd | fLX(x) ≤ α}.

Note the distance function fL(·) can be transformed
into an arbitrarily close smooth function f̃L(·) [8], yield-
ing a Riemannian metric d̃L defined in an identical man-
ner as dL. From this, one has corresponding α-offsets
ÃLX(α) that are arbitrarily close to AXL (α).

Definition 2 For any compact set X ⊂ Rd \ L, for
some compact set L ⊂ Rd, the approximate α-offsets
with respect to dL are

BLX(α) := (f̂LX)−1[0, α] =
⋃

x∈X
ball(x, αfL(x)).

A useful property of fLX(·) is that it a 1-Lipschitz
function. In general, a function f between two metric
spaces (X,dX) and (Y,dY ) is said to be k-Lipschitz if
for all x, y ∈ X, dY (f(x), f(y)) ≤ kdX(x, y).

Lemma 3 fLX(·) is a 1-Lipschitz function from
(Rd,dL) to R.

Proof. Fix any a, b ∈ Rd. There exists x ∈ X and γ1 ∈
Path(a, x) such that fLX(a) =

∫
γ1

dz
fL(z) . Likewise, there

exists γ2 ∈ Path(a, b) such that dL(a, b) =
∫
γ2

dz
fL(z) .

This implies γ1 + γ2 ∈ Path(b,X), where + in this
case is the concatenation of paths in the usual sense.

Thus fLX(b) ≤
∫
γ1+γ2

dz
fL(z) ≤ fLX(a) + dL(a, b). By

symmetry of a and b, we obtain the other bound and
we are done. �

We can extend fLX(·), a function measuring the dis-
tance from a point to a set, to the resulting Hausdorff
distance, which is a metric between compact sets. This
metric is useful for stating bounds on the quality, or
uniformity, of a sample near a set.

Definition 4 The Hausdorff distance between two
compact sets A,B ∈ (Rd,dL) is defined as

dLH(A,B) = max{min
a∈A

fLB(a),min
b∈B

fLA(b)}

or equivalently,

dLH(A,B) = min{r | A ⊆ BrL and B ⊆ ArL}.

Using an assumption on the Hausdorff distance be-
tween a compact set and a sample of it, Lemma 5 shows
their α-offsets can be included within each other at par-
ticular scales.

Lemma 5 Consider X̂,X ⊆ Rd \ L be such that

dLH(X̂,X) ≤ δ. Then for all α ≥ 0, ALX(α) ⊆ AL
X̂

(α+δ)

and AL
X̂

(α) ⊆ ALX(α+ δ).

Proof. Fix y ∈ ALX(α). By definition fLX(y) ≤ α, which
implies that there exists x ∈ X such that dL(x, y) ≤ α.

dLH(X̂,X) ≤ δ which implies that for all x ∈ X, fL
X̂

(x) ≤
δ. Now by Lemma 3, fL

X̂
(y) ≤ fL

X̂
(x)+dL(x, y) ≤ δ+α,

implying y ∈ AL
X̂

(α+δ). By a symmetric argument, the
other statement holds. �

The following is the definition of an adaptive sample
we use, known as an ε-sample.

Definition 6 Given compact set L ⊂ Rd and compact
sets X, X̂ ⊂ Rd \ L such that X̂ ⊆ X, we say that X̂ is
an ε-sample of X, for ε ∈ [0, 1), if for all x ∈ X, there

exists p ∈ X̂ such that ‖x− p‖ ≤ εfL(x).

This definition is closely related to that of the approx-
imate α-offsets, because if X̂ is an ε-sample of X, then
for all x ∈ X, ball(x, εfL(x)) ∩ X̂ 6= ∅.

3 Adaptive Sampling

In this section, we prove that a uniform sample in the
induced metric corresponds to an adaptive sample in the
Euclidean metric and vice versa. The key to this proof
is the following lemma about the relationship between
the two metrics when just considering two points. This
lemma will also be used for the more elaborate inter-
leaving results of Section 4.

Lemma 7 Let L ⊂ Rd be a compact set and let a, b ∈
Rd \ L. Then, the following two statements hold for all
δ ∈ [0, 1).

(i) If dL(a, b) ≤ δ then ‖a−b‖fL(a) ≤ δ
1−δ .

(ii) If ‖a−b‖fL(a) ≤ δ then dL(a, b) ≤ δ
1−δ .

Proof. To prove (i), we assume dL(a, b) ≤ δ. Let γ be
the path in Path(a, b) such that dL(a, b) =

∫
γ

dz
fL(z) < δ.

Then we have the following inequalities following from
the Lipschitz property of fL.

|γ| =
∫

γ

dz = (fL(a) + |γ|)
∫

γ

dz

fL(a) + |γ|

≤ (fL(a) + |γ|)
∫

γ

dz

fL(z)

≤ (fL(x) + |γ|)δ

It follows that |γ| ≤ δ
1−δfL(x). Because ‖a − b‖ is the

length of the shortest path between a and b in the Eu-
clidean metric, we conclude ‖a− b‖ ≤ |γ| ≤ δ

1−δfL(x).

Next we prove (ii). Assume ‖a−b‖fL(a) ≤ δ. For all points

z in the straight line segment ab,

fL(z) ≥ fL(a)−‖a−z‖ ≥ fL(a)−‖a−b‖ ≥ (1−δ)fL(a).

129



CCCG 2016, Vancouver, British Columbia, August 3–5, 2016

This implies the following inequality.

dL(a, b) = inf
γ∈Path(a,b)

∫

γ

dz

fL(z)

≤
∫

ab

dz

fL(z)

≤ 1

(1− δ)fL(a)

∫

ab

dz

=
‖a− b‖

(1− δ)fL(a)

≤ δ

1− δ .

�

We can now state the main theorem relating adaptive
samples in the Euclidean metric to uniform samples in
the metric induced by a set L.

Theorem 8 Let L and X be compact sets, let X̂ ⊂ X
be a sample, and let ε ∈ [0, 1) be a constant. If X̂ is
an ε-sample of X with respect to the distance to L, then
dLH(X, X̂) ≤ ε

1−ε . Also, if dLH(X, X̂) ≤ ε < 1
2 , then X̂

is an ε
1−ε -sample of X with respect to the distance to L.

Proof. Given x ∈ X, there exists p ∈ X̂ such that
‖x − p‖ ≤ εfL(x). By Lemma 7, dL(x, p) ≤ ε

1−ε , so

for all x ∈ X, fL
X̂

(x) ≤ ε
1−ε . As X̂ ⊆ X, this proves

dLH(X̂,X) ≤ ε
1−ε .

dLH(X̂,X) ≤ ε < 1
2 implies that for all x ∈ X,

fL
X̂

(x) ≤ ε, thus there exists p ∈ X̂ such that dL(x, p) ≤
ε, and thus by Lemma 7 ‖x − p‖ ≤ ε

1−εfL(x). Since

ε < 1
2 , then ε

1−ε < 1, so X̂ is an ε
1−ε -sample of X. �

4 Interleaving

A filtration is a nested family of sets. In this paper, we
consider filtrations F parameterized by a real number
α ≥ 0 so that F (α) ⊂ Rd and whenever α < β we
have F (α) ⊆ F (β). Often, our filtrations are sublevel
filtrations of a real valued function f : Rd → R. The
sublevel filtration F corresponding to the function f is
the defined as

F (α) := {x ∈ Rd | f(x) ≤ α}.

Definition 9 A pair of filtrations (F,G) is (h1, h2)-
interleaved in an interval (s, t) if F (r) ⊆ G(h1(r))
whenever r, h1(r) ∈ (s, t) and G(r) ⊆ F (h2(r)) when-
ever r, h2(r) ∈ (s, t). We require that the functions
h1, h2 be nondecreasing in (s, t).

The following lemma gives us an easy iterative way
to combine pairs of interleavings.

Lemma 10 If (F,G) is (h1, h2)-interleaved in (s1, t1),
and (G,H) is (h3, h4)-interleaved in (s2, t2), then (F,H)
is (h3 ◦ h1, h2 ◦ h4)-interleaved in (s3, t3), where s3 =
max{s1, s2} and t3 = min{t1, t2}.

Proof. If r, h3(h1(r)) ∈ (s3, t3), then we have F (r) ⊆
G(h1(r)) ⊆ H(h3(h1(r))). Similarly, if r, h2(h4(r)) ∈
(s3, t3), then H(r) ⊆ G(h4(r)) ⊆ F (h2(h4(r))). �

4.1 Approximating X with X̂

Ultimately, the goal is to relate ALX , the offsets in the in-

duced metric, to BL̂
X̂

, the approximate offsets computed

from approximations (or samples) to both X and L.
This relationship will be given by an interleaving that
is built up from an interleaving for each approximation
step. For each of the following lemmas, let L, L̂ ⊂ Rd
and X, X̂ ⊂ Rd \ (L ∪ L̂) be compact sets.

Lemma 11 If dLH(X̂,X) ≤ ε, then (ALX , A
L
X̂

) is

(h1, h1)-interleaved in (0,∞), where h1(r) = r + ε.

Proof. This lemma is a reinterpretation of Lemma 5 in
the interleaving notation. �

4.2 Approximating the Induced Metric

It is much easier to use a union of Euclidean balls to
model the sublevel sets of the distance function fLX . Be-
low, we show that this is a reasonable approximation.
The following results may also be viewed as a strength-
ening of the adaptive sampling result of the previous
section (Theorem 8).

Lemma 12 Given compact set L ⊂ Rd, and compact
set X ⊂ Rd \ L, for r ∈ [0, 1), ALX(r) ⊆ BLX( r

1−r ), and

for r ∈ [0, 12 ), BLX(r) ⊆ ALX( r
1−r ).

Proof. Take y ∈ ALX(r) so that fLX(y) ≤ r. Thus there
exists x ∈ X such that dL(x, y) ≤ r. By Lemma 7, this
implies that ‖x − y‖ ≤ r

1−rfL(x), which implies that

y ∈ BLX( r
1−r ).

Consider y ∈ BLX(r). Thus y ∈ ball(x, rfL(x)), for
some x ∈ X, so ‖x− y‖ ≤ rfL(x). Applying Lemma 7,
we have then have that dL(x, y) ≤ r

1−r , and as fLX(y) ≤
dL(x, y), y ∈ ALX( r

1−r ). �

Corollary 13 The pair (AL
X̂
, BL

X̂
) are (h2, h2)-

interleaved in (0, 1), where h2(r) = r
1−r .

Proof. This follows from combining the results of
Lemma 12 into the interleaving notation.

�
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4.3 Approximating L with L̂

Usually, the set L is unknown at the start and must
be estimated from the input. For example in the case
that L is the medial axis of X, there are several known
techniques for approximating L by, for example, taking
some vertices of the Voronoi diagram [2, 7]. We would
like to give some sampling conditions that guarantee
that allow us to replace L with an approximation L̂.
Interestingly, the sampling conditions for X̂ are dual to

those used for L̂. That is, we require dX̂H(L, L̂) ≤ ε,

or, in other words, L̂ must be an adaptive sample with
respect to the distance to X̂.

Lemma 14 If dX̂H(L, L̂) ≤ δ < 1, then (BL
X̂
, BL̂

X̂
) is

(h3, h3)-interleaved in (0,∞), where h3(r) = r
1−δ .

Proof. Fix any x ∈ BL
X̂

(r). There is a point p ∈ X̂

such that ‖x−p‖fL(p) ≤ r. Moreover, there is a nearest point

z ∈ L̂ to x, and so fL̂(p) = ‖p − z‖. Lemma 7 and the

assumption that dX̂H(L, L̂) ≤ δ implies that there exists
y ∈ L such that

‖y − z‖ ≤ δ

1− δ fX̂(z). (1)

The definitions imply the following.

fX̂(z) = min
q∈X̂
‖z − q‖ ≤ ‖z − p‖ = fL̂(p). (2)

So, we can bound fL(p) in terms of fL̂(p) as follows.

fL(p) ≤ ‖y − p‖ [y ∈ L]

≤ ‖y − z‖+ ‖z − p‖ [triangle inequality]

≤ 1

1− δ fL̂(p) [by (1) and (2)]

So,

‖x− p‖
fL̂(p)

≤ ‖x− p‖
(1− δ)fL(p)

≤ r

1− δ = h3(r).

Therefore, x ∈ BL̂
X̂

(h3(r)) and so we conclude that

BL
X̂

(r) ⊆ BL̂
X̂

(h3(r)). The proof is symmetric to show

that BL̂
X̂

(r) ⊆ BL
X̂

(h3(r)) �

4.4 Putting it all together

We can now combine the interleavings established in
Corollary 13, and Lemmas 11 & 14, using Lemma 10.

Theorem 15 Let L, L̂ ⊂ Rd and X, X̂ ⊂ Rd \ (L ∪ L̂)

be compact sets. If dX̂H(L, L̂) ≤ δ < 1 and dLH(X̂,X) ≤
ε < 1, then (ALX , B

L̂
X̂

) are (h4, h5)-interleaved in (0, 1),

where h4(r) = r+ε
(1−r−ε)(1−δ) and h5(r) = r

1−δ−r + ε.

Proof. By Lemma 10 along with the interleavings from
Lemmas 11, 13, (ALX , B

L
X̂

) is (h2◦h1, h1◦h2)-interleaved

in (0, 1). Combining this interleaving with the one

resulting from Lemma 14 we get that (ALX , B
L̂
X̂

) is

(h3 ◦ h2 ◦ h1, h1 ◦ h2 ◦ h3) interleaved in (0, 1). Now
we must compute h3 ◦ h2 ◦ h1 and h1 ◦ h2 ◦ h3.

(h3 ◦ h2 ◦ h1)(r) = (h3 ◦ h2)(r + δ) = h3(
r + δ

1− r − δ )

=
r + δ

(1− r − δ)(1− ε)
(h1 ◦ h2 ◦ h3)(r) = (h1 ◦ h2)(

r

1− ε ) = h1(
r

(1− ε)(1− r
1−ε )

)

= h1(
r

1− ε− r )

=
r

1− ε− r + δ

So we have that h4(r) = r+δ
(1−r−δ)(1−ε) and h5(r) =

r
1−ε−r + δ. �

5 Conclusion

In our paper, we present results based on an alterna-
tive metric in Euclidean space that connect adaptive
sampling and uniform sampling. With a metric comes
a distance function with which one can apply classi-
cal results from critical point theory to infer topolog-
ical properties of the underlying space, thus providing
a connection between surface reconstruction (adaptive
sampling) and homology inference (uniform sampling).
Since one does not know the exact compact set X be-
ing reconstructed, nor the reference set L on which the
adaptive sample is based, approximations X̂ and L̂ are
needed.

We show in Theorem 8 that there is a precise rela-
tionship between samples that are uniformly taken with
respect to dL at some scale, to those same samples being
adaptive in the Euclidean metric. In our main result,
Theorem 15, we show that we can interleave the sub-
level sets of our distance function under this alternative
metric with the metric balls resulting from our approx-
imation of the metric, assuming that both X̂ and L̂ are
uniformly well-sampled with respect to the Hausdorff

distance of dL and dX̂ . Using all approximations, al-
beit well-chosen ones, one can infer the behavior of the
defined metric as well as the sublevel sets of it with
respect to X.

There is a natural next step building off of this re-
search that broadens its scope, background, and further
applications. With the aforementioned critical point
theory, these interleavings could be extended to homo-
logical guarantees about the compact set X in question.
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An application of such a result could be that obstacle
avoidance results could be reframed as obstacle explo-
ration.

References

[1] P. K. Agarwal, K. Fox, and O. Salzman. An effi-
cient algorithm for computing high quality paths
amid polygonal obstacles. In Proceedings of the
27th Annual ACM-SIAM Symposium on Discrete
Algorithms, pages 1179–1192, 2016.

[2] N. Amenta, M. Bern, and M. Kamvysselis. A new
Voronoi-based surface reconstruction algorithm. In
SIGGRAPH, pages 415–421, 1998.

[3] F. Chazal, D. Cohen-Steiner, and A. Lieutier. A
sampling theory for compact sets in Euclidean
space. Discrete & Computational Geometry,
41:461–479, 2009.

[4] F. Chazal and A. Lieutier. Smooth manifold re-
construction from noisy and non-uniform approxi-
mation with guarantees. Computational Geometry:
Theory and Applications, 40:156–170, 2008.

[5] K. L. Clarkson. Building triangulations using ε-
nets. In Proceedings of the thirty-eighth annual
ACM symposium on Theory of computing, pages
326–335, 2006.

[6] M. B. Cohen, B. T. Fasy, G. L. Miller, A. Nayyeri,
D. R. Sheehy, and A. Velingker. Approximating
nearest neighbor distances. In Proceedings of the
Algorithms and Data Structures Symposium, 2015.

[7] T. K. Dey. Curve and Surface Reconstruction : Al-
gorithms with Mathematical Analysis. Cambridge
University Press, 2007.

[8] R. Green and H. Wu. C∞ approximations of con-
vex, subharmonic, and plurisubharmonic functions.
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Geometric Spanners Merging and its Applications

Davood Bakhshesh∗ Mohammad Farshi†

Abstract

Let G1 = (P1, E1) and G2 = (P2, E2) with P1 ∩ P2 = ∅
be two t-spanners (t > 1) in the plane. One inter-
esting question is that how one can merge these two
t-spanners to make a t-spanner on P1 ∪ P2 by only
adding some edges between G1 and G2. In this pa-
per, we propose an algorithm to merge G1 and G2

in O(n1 log n1 + (n1 + n2) log n2) time, where n1 =
|P1|, n2 = |P2| and without loss of generality we assume
that n1 ≤ n2. Furthermore, using the proposed algo-
rithm, we present some divide and conquer algorithms
to construct a t-spanner and a fault-tolerant t-spanner
for a given point set in the plane.

1 Introduction

Let S be a set of n points in Rd and t > 1 be a real
number. A geometric graph is an edge-weighted graph
on S ⊆ Rd such that the weight of each edge is the
Euclidean distance between its endpoints. A geometric
graph G with vertex set S is called a t-spanner for S, if
for each two points p and q in S, there exists a path Q in
G between p and q whose length is at most t times |pq|,
the Euclidean distance between p and q. The length of
a path is de�ned to be the sum of the weight of all edges
on the path. The path Q is called a t-spanner path (or
t-path) between p and q. We denote the length of path
Q by |Q|. The stretch factor (or dilation) of G is the
smallest value of t for which G is a t-spanner. The t-
spanners were introduced by Peleg and Schä�er [10] in
the scope of distributed computing and, then by Chew
[6] in the scope of computational geometry, and they are
applicable in many scopes such as graph theory, network
topology design, distributed systems and robotics. We
refer the reader to [5, 7, 8, 11] for reading about the
t-spanners and their applications.

One of the useful properties of a network is the region-
fault tolerance. A network is called region-fault tolerant
if after removing vertices/edges of the network that lie
in a region, the remaining part of the network keeps its
good properties. In 2009, Abam et al. [2] introduced

∗Combinatorial and Geometric Algorithms Lab., Depart-
ment of Computer Science, Yazd University, Yazd, Iran
dbakhshesh@gmail.com
†Combinatorial and Geometric Algorithms Lab., Depart-

ment of Computer Science, Yazd University, Yazd, Iran,
mfarshi@yazd.ac.ir

the concept of region-fault tolerant spanner for planar
point sets. For a fault region F and a geometric graph
G on a point set S, assume G	F is the remaining graph
after removing the vertices of G that lie inside F and
all edges that intersect F . For a set F of regions in the
plane, an F-fault tolerant t-spanner of S is a geomet-
ric graph G on S such that for any region F ∈ F , the
graph G	F is a t-spanner for Gc(S)	F , where Gc(S) is
the complete geometric graph on S. They used the con-
cept of the semi-separated pair decomposition (SSPD)
which is a data structure similar to the well-separated

pair decomposition (WSPD) to construct a C-fault toler-
ant t-spanner with size of O(n log n) in O(n log2 n) time
for a set of n points in the plane, where C is any family
of convex regions in the plane. For more details about
SSPD and WSPD, we refer the reader to [1, 3, 4].
In the scope of geometric spanner networks, we usu-

ally face the following problem: given a point set S and
a real number t > 1, construct a sparse t-spanner of S in
optimal time. The problem of e�cient construction of a
sparse t-spanner has been studied extensively. One can
see the major algorithms for building spanners in the
book by Narasimhan and Smid [9]. Now, let G1 and G2

be two t-spanners of point sets P1 and P2, respectively.
One may ask how one constructs a sparse t-spanner on
P1 ∪ P2 by only connecting G1 to G2 using the small

number of edges between them? This question may be
raised in the real world for example, connecting two
countries by constructing some roads between them or
connecting two water networks by creating some water
pipelines.
We de�ne the spanners merging problem as follows:

De�nition 1 (Spanners Merging Problem) Given

two t-spanners G1 = (P1, E1) and G2 = (P2, E2) in the

plane, construct a t-spanner G on the point set P1 ∪ P2

by only adding small number of edges between G1 and

G2.

We emphasize that in the spanners merging problem, it
is important that we construct the graph G by adding
edges between G1 and G2. Otherwise one can use
some well-known algorithms e.g. greedy algorithm,
Yao graph, Θ-graph, on P1 ∪ P2 to construct a sparse
t-spanner on P1 ∪ P2. Also, one can merge G1 and G2

by adding all edges between G1 and G2 which needs a
lot of edges.
Throughout the paper, t > 1 will be assumed to be a

real constant, n1 = |P1|, n2 = |P2| and without loss of
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generality we assume n1 ≤ n2. In this paper, we propose
an algorithm that takes O(n1 log n1 + (n1 + n2) log n2)
time to solve the spanners merging problem. Moreover,
using the proposed algorithm, we propose some divide
and conquer algorithms to construct a t-spanner and
an Hk-fault tolerant t-spanner for a given point set in
the plane, where Hk is the family of half-planes such
that their boundaries are parallel to some line of the
�nite set of speci�c lines with respect to parameter k
(In the next sections, we will de�ne Hk precisely). Note
that the proposed divide and conquer algorithms to con-
struct a t-spanner are not asymptotically optimal, and
therefore they are not comparable with the current well-
known algorithms such as Θ-graph, WSPD-spanner and
etc. Hence, our purpose to propose these algorithms is
only presenting an application of the spanners merg-
ing problem. Moreover, we show that the proposed di-
vide and conquer algorithm can be used to construct
an Hk-fault tolerant t-spanner for a set of n points in
the plane with size of O(n) in O(n2 log n) time, and an
Hk-fault tolerant t-spanner for a set of n points in the
plane with size of O(n log n) in O(n log2 n) time. As
we mentioned, Abam et al. [2] using SSPD, presented
an algorithm to construct a C-fault tolerant t-spanner
with size of O(n log n) in O(n log2 n) time for a set of n
points in the plane. Since in the proposed algorithm we
do not need to compute the SSPD for the point set, we
claim that for the regions of Hk, the proposed algorithm
in comparison with Abam et al.'s algorithm is simpler,
and also it improves the size of the resulting graph in
comparison with Abam et al.'s algorithm. It is notable
that the our results can be easily generalized to higher
dimensions.

2 Spanners merging

In the following, we propose an algorithm, denoted by
MergeSpanners, to solve the spanners merging prob-
lem. The algorithm is based on the Θ-graph algorithm.
Note that since the Θ-graph algorithm can be general-
ized to higher dimensions [9], the all results of this paper
can be easily generalized to higher dimensions. Hence,
in this paper, we focus on the space R2.

Let k > 1 be an integer. We partition the plane
into k cones with angle 2π

k and apex origin. We denote
the collection of these k cones by Ck. For each cone
C ∈ Ck, let `C be an arbitrary �xed line through origin
and that is contained in C, and for any point p in the
plane, let Cp := C + p be the cone that is obtained by
translating C such that its apex is p, similarly we have
`Cp

:= `C + p. The idea behind the algorithm to solve
the spanners merging problem is as follows: for each
cone C ∈ Ck and for each vertex p in G1, we connect p
to a point r ∈ Cp∩P2 whose orthogonal projection onto
`Cp is closest to p. For more details on the algorithm,

Algorithm 1: MergeSpanners(G1, G2, t)

input: t-spanners G1 = (P1, E1) and
G2 = (P2, E2), and suppose that
|P1| ≤ |P2|.

output: t-spanner G = (P1 ∪ P2, E) which is
obtained by merge of G1 and G2.

1 Select an angle 0 < θ < π/4 such that
cos θ − sin θ ≥ 1/t;

2 Partition the plane into k = 2π
θ cones. We denote

the set of cones that partition the plane by Ck;
3 E := E1 ∪ E2;
4 foreach cone C in Ck do
5 foreach p in P1 do
6 Cp := C + p;
7 r := a point of Cp ∩ P2 whose orthogonal

projection onto `Cp
is closest to p;

/* let `C be a fixed ray that

emanates from the origin and that

is contained in C and

`Cp
:= `C + p. The ray `C can be

chosen arbitrarily. */

8 E := E ∪ {(p, r)};
/* (p, r) is an edge. */

9 end

10 end
11 return G(P1 ∪ P2, E);

see Algorithm 1.
In the following, we prove the correctness of algorithm

MergeSpanners. First, we present a useful geometric
lemma.

Lemma 1 ([9]) Let k ≥ 8 be an integer, let θ = 2π
k ,

let p and q be two distinct points in the plane, and let C
be the cone of Ck such that q ∈ Cp. Let r be a point in

Cp such that the orthogonal projection of r onto the line

`Cp is at least as close to p as the orthogonal projection

of q onto `Cp . Then, |rq| ≤ |pq| − (cos θ − sin θ)|pr|.

Theorem 1 If G1 and G2 are two t-spanners of P1

and P2, respectively, then the graph G generated by al-

gorithm MergeSpanners(G1, G2, t) is a t-spanner of

P1 ∪ P2 and is constructed by only adding at most kn1
edges between G1 and G2.

Proof. By Algorithm 1, it is clear that G is constructed
by only adding at most kn1 edges between G1 and G2.
Now, we prove that G is a t-spanner of P1∪P2. Suppose
that p and q are two distinct points of P1∪P2. We claim
that there is a t-path Q between p and q in G.
If p, q ∈ P1 or p, q ∈ P2, then the claim holds by con-

sidering that G1 and G2 are t-spanners of P1 and P2, re-
spectively. Now, suppose without loss of generality that
p ∈ P1 and q ∈ P2, and let C be a cone in Ck such that

134



CCCG 2016, Vancouver, British Columbia, August 3�5, 2016

r
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Figure 1: Illustrating of proof of Theorem 1.

q ∈ Cp. Note that according to the algorithm, we have
k = 2π

θ and 0 < θ < π/4 such that cos θ − sin θ ≥ 1/t.
Assume that the algorithm adds (p, r) to G, when it
processes point p and cone Cp. If r = q, then clearly
the claim holds. Now, suppose that r 6= q. Since G2 is
a t-spanner of P2, there is a t-path L between r and q in
G2 (see Figure 1). Consider the path Q := {(p, r)} ∪ L
between p and q in G. Using Lemma 1, we have

|Q| = |pr|+ |L| ≤ |pr|+ t|rq|
≤ |pr|+ t(|pq| − (cos θ − sin θ)|pr|)
= t|pq| − (t(cos θ − sin θ)− 1)|pr|
≤ t|pq| (since cos θ − sin θ ≥ 1/t).

Hence, Q is a t-path between p and q in G. This com-
pletes the proof. �

For e�cient implementation of algorithm MergeS-
panners, we use the idea behind the e�cient construc-
tion of the Θ-graph [9]. In the following, we present a
plane sweep algorithm for the e�cient implementation
of MergeSpanners. We use the notations and termi-
nologies in [9, Chapter 4].
Similar to the e�cient implementation of the Θ-

graph, we consider the problem Find-Leftmost-in-
Translated-Halfplane as follows.
Problem (Find-Leftmost-in-Translated-

Halfplane) [9]. Let h be a �xed nonvertical line
through the origin. Maintain a set S of n points in a
data structure that supports the following operations:

• MinAbove(p): Given a query point p ∈ S,
compute a point with the minimum x-coordinate
among all points in S that are above h+ p.

• Insert(p): Insert an arbitrary point p ∈ R2 into S.

• Delete(p): Delete point p from S.

To solve the above problem, Narasimhan and Smid [9]
used a binary search tree T . We refer the reader for
more details on this problem and the tree T to the
book [9].
Let D be the directed line orthogonal to the line h

that passes through the origin. We de�ne the following

direction on D: D points toward the half-plane con-
sisting of all points in R2 that are above h. The order

induced by D on the points of S is de�ned as follows:
let p and q be two points of S, and let p′ and q′ be their
orthogonal projections onto D, respectively. If the vec-

tor
−→
p′q′ has the same direction as D, then p is smaller

than or equal to q in the order relation and denoted by
p ≤D q.

Lemma 2 [9, Lemma 4.1.9] The binary search tree T
solves the problem Find-Leftmost-in-Translated-
Halfplane. It supports each of the operations

MinAbove, Insert, and Delete in O(log n) time.

This data structure has size O(n) and can be built in

O(n log n) time.

Let C be a �xed cone of Ck, and let h1 and h2 be the
lines through the upper and lower bounding rays of C,
respectively, and that we without loss of generality as-
sume that the ray `C coincides with the positive x-axis.
Let D1 and D2 be the lines through the origin that are
orthogonal to h1 and h2, respectively. We de�ne the fol-
lowing directions on D1 and D2: D1 points toward the
half-plane consisting of all points in R2 that are below
h1, and D2 points toward the half-plane consisting of
all points in R2 that are above h2.

For e�cient implementation of algorithm MergeS-
panners, we propose an algorithm, denoted by
PlaneSweepMerging (see Algorithm 2), that for each
point p ∈ P1, computes all edges (p, r) that correspond
to C, where r ∈ Cp ∩ P2 and whose orthogonal projec-
tion onto `Cp is closest to p. If we repeat this for all k
cones of Ck, then we obtain all the new edges.

Let G1 = (P1, E1) and G2 = (P2, E2) be two geo-
metric t-spanners such that |P1| ≤ |P2|. For the sake
of simplicity, we assume that n1 = |P1| and n2 = |P2|.
Now, we have

Theorem 2 The running time of the

algorithm PlaneSweepMerging is

O(n1 log n1 + (n1 + n2) log n2).

Proof. Let `i, ki and |Ti| be the values of `, the number
of points of L2 which are inserted into T and the num-
ber of nodes of T in the i-th iteration of the algorithm,
respectively. Clearly lines 5 and 6 of the algorithm take
O(n1 log n1 + n2 log n2) and O(1) time, respectively. If
we already sort the points of L2 according to the or-
der induced by D1, using the binary search algorithm
and by Lemma 2, the lines 9, 10 and 11 of the algo-
rithm can be done in O(log `i)+

∑ki
j=1O(log(|Ti|+j)) =

O(log `i) + O((ki + 1) log(ki + 1 + |Ti|)). Moreover,
by Lemma 2, Line 16 takes O(log(|Ti|)) time. Now,
let Time(n1, n2) be the time complexity of algorithm
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PlaneSweepMerging. Hence, we have

Time(n1, n2) = O(n1 log n1 + n2 log n2) +

n1∑

i=1

O(log `i)

+

n1∑

i=1

O((ki + 1) log(ki + 1 + |Ti|))

+

n1∑

i=1

O(log(|Ti|)).

Since |Ti| ≤ n2 and `i ≤ n2,

Time(n1, n2) = O(n1 log n1) +O(n2 log n2) +O(n1 log n2)

+O((n1 + n2) log n2) +O(n1 log n2)

= O(n1 log n1 + (n1 + n2) log n2).

This completes the proof. �

3 Applications

In this section, we present two applications of the span-
ners merging problem. First, we propose a divide and
conquer algorithm to construct a geometric t-spanner
for a given set of n points in the plane. Second, we
propose a divide and conquer algorithm to construct an
Hk-fault tolerant t-spanner for a given point set in the
plane, where Hk is the family of half-planes in the plane
such that their boundary is parallel to any ray of any
cone in Ck.

3.1 Constructing a t-spanner

In this section, we propose some divide and conquer al-
gorithms to construct a t-spanner for a given point set in
the plane. The construction is as follows: let c > 0 be an
integer. We �rst partition the point set into some sub-
sets such that the cardinality of each subset is at most
c. Then, we compute the complete graph on the each
subset. Then, using algorithm PlaneSweepMerging
(see Algorithm 2), we merge these subsets repeatedly.
The way of merging theses subsets is important. In the
following, we introduce two types of merging denoted
by serial merging, one-by-one merging. Depending on
the type of merging, the running time and size of the
output di�er.
Let S be set of n points in the plane and c > 0 be an

integer constant. We without loss of generality suppose
that the points are in general position in the sense that
no tow points share the same x-coordinate. The parti-
tioning is done by sorting the points of S according to
the their x-coordinate and then separating the points
of the sorted list as c-tuple members (see Algorithm 3).
Figure 2 shows a set S partitioned with c = 5. Note
that the time complexity of Partition is O(n log n).
Now, let S1, S2, . . . , Sf be the partition of S, where f

Algorithm 2: PlaneSweepMerging(G1, G2, t)

input: geometric t-spanners G1 = (P1, E1) and
G2 = (P2, E2), and t > 1 (suppose that
|P1| ≤ |P2|).

output: the geometric t-spanner G = (P1 ∪ P2, E).
1 Select an angle 0 < θ < π/4 such that

cos θ − sin θ ≥ 1/t;
2 k := 2π/θ;
3 E := E1 ∪ E2;
4 foreach cone C ∈ Ck do

/* Consider the lines h1, h2, D1, D2

correspond to cone C. */

5 Sort the points of P1 and P2 according to the
order induced by the directed line D1 and D2,
respectively. Assume that the lists L1 and L2

contain the sorted points of P1 and P2,
respectively;

6 Initialize an empty data structure T for solving
problem Find-Leftmost-in-
Translated-Halfplane using h := h2;

7 ` := n2;
8 for i = n1 down to 1 do
9 while L1[i] ≤D1

L2[`] do
10 Insert point L2[`] into T ;
11 ` := `− 1;

12 end
13 if ` > 0 then
14 ` := `+ 1;
15 end

/* Note that the points

L2[`], L2[`+ 1] . . . , L2[n2] are exactly

the points of P2 that are below

the line h1 + L1[i]. */

16 Find the point r in T that is above the line
h2 + L1[i] and whose x-coordinate is
minimum; that is, it answers the query
MinAbove(L1[i]);

17 E := E ∪ {(L1[i], r)};
18 end

19 end
20 return E;

Figure 2: Partitioning with c = 5.

is the number of all subsets (f ∈ O(n/c)) and the car-
dinality of Si is at most c, and let Gi be the complete
graph of Si. Clearly, Gi is a t-spanner of Si, and the
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Algorithm 3: Partition(S, c)

1 Sort the points of S increasingly according to their
x-coordinate. Let L be the sorted list;

2 for h := 1 to bnc c do
3 for i = 1 to c do
4 Create new subset Sh;
5 Add L[(h− 1)× c+ i] into Sh;

6 end

7 end
8 if n is not divisible by c then
9 Create a new subset Sh and add the remaining

points of S into Sh;

10 end
11 return all subsets Sh;

number of its edges is O(c2) and can be constructed in
O(c2) time. In the following, we discuss about the two
types of merging, in details.

3.1.1 Serial merging

In this merging, we �rst merge two graphs, then in each
step we merge another graph with the resulting graph
at the previous step. In particular, the serial merging
is as follows: let G∗i be the resulting graph of merging
the graphs G1, . . . , Gi using serial merging. Then, us-
ing algorithm PlaneSweepMerging (see Algorithm
2), we merge Gi+1 with G∗i . We call the �nal graph by
G = (S,E). By Theorem 1, it is clear that the graph G
is a t-spanner for S. In the following, we compute the
number of the edges of G, denoted by |E|, and the time
complexity of the construction of G, denoted by T (n).
By Theorem 1, we have

|E| =
f∑

i=1

O(c2) +

f−1∑

i=1

O(kc) = O((c+ k)n), (1)

and by Theorem 2, we have

T (n) =

f∑

i=1

O(c2) +

f−1∑

i=1

O

(
c log c+ (i+ 1)c log(ic)

)

= O(fc2) +O(cf2 log f) = O(cn+ c−1n2 log n).

In the following, let S be a set of n points in the plane, c
be a positive integer and t > 1 be a constant real num-
ber. Now, if in Equation (1), k be a constant integer,
then we have

Theorem 3 One can compute a t-spanner of S by a

divide-and-conquer algorithm that splits the point set

into c subsets in divide step and merging them in con-

quer step. The algorithm computes a t-spanner of S
with O(cn) edges in O(cn+ c−1n2 log n) time.

G1 G2 G3 G4

mergemerge

merge

G′
1 G′

2

G

Figure 3: One-by-one merging.

In Theorem 3, if we choose c = log n, then we have the
following corollary.

Corollary 1 One can compute a t-spanner of S by a

divide-and-conquer algorithm that splits the point set

into c subsets in divide step and merging them in con-

quer step. The algorithm computes a t-spanner of S
with O(n log n) edges in O(n2) time.

If c be a constant integer, then we have:

Corollary 2 One can compute a t-spanner of S by a

divide-and-conquer algorithm that splits the point set

into c subsets in divide step and merging them in con-

quer step. The algorithm computes a t-spanner of S
with O(n) edges in O(n2 log n) time.

3.1.2 One-by-one Merging

One-by-one merging �similar to the merging sublists
in the merge sort� is as follows: using the algorithm
PlaneSweepMerging, we repeatedly merge Gi's to
produce new subgraphs until there is only 1 subgraph
remaining (see Figure 3). By Theorem 1, this will be
a t-spanner of S. We denote the resulting graph by
G = (S,E). By Theorem 1, we have

|E| =
f∑

i=1

O(c2) +

log f∑

i=1

O(
f

2i
(k2i−1c))

= O(fc2) +O(kfc log f) = O(cn+ kn log n)

= O(kn log n),
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and by Theorem 2, the time complexity T (n) of the
construction of G is

T (n) =

f∑

i=1

O(c2) +

log f∑

i=1

O

(
3f

2i
2i−1c log(2i−1c)

)

= O(fc2) +O(
3fc

2
× log f(log f − 1)

2
)

= O(fc2) +O(cf log2 f) = O(cn+ n log2 n)

= O(n log2 n).

Now, we have:

Theorem 4 One can compute a t-spanner of S by a

divide-and-conquer algorithm that splits the point set

into c subsets in divide step and merging them in con-

quer step. The algorithm computes a t-spanner of S
with O(n log n) edges in O(n log2 n) time.

Note that this result improve the time complexity com-
pared to the serial merging (see Corollary 1).

3.2 Constructing the region-fault tolerant spanners

Let k ≥ 2 be a real number and θ = 2π
k , and let Hk

be the family of half-planes such that their boundary is
parallel to any ray of any cone in Ck.
In this section, we consider the problem of construct-

ing an Hk-fault tolerant t-spanner for a given point set
in the plane. We �rst show the following theorem.

Theorem 5 Let G1 = (P1, E1) and G2 = (P2, E2)
be two Hk-fault tolerant t-spanners, then the output G
of the algorithm MergeSpanners(G1, G2, t) is an Hk-
fault tolerant t-spanner for P1 ∪ P2.

Proof. Let h be an arbitrary half-plane in Hk. We
show that for each pair of points p, q ∈ P1 ∪ P2 outside
h, there is a t-path Q connecting them in G	 h.
If p, q ∈ P1 or p, q ∈ P2, then the theorem holds

by considering that G1 and G2 are Hk-fault tolerant t-
spanner. Now, suppose without loss of generality that
p ∈ P1 and q ∈ P2, and suppose that L is a ray of a
cone C ∈ Ck such that L is parallel to boundary of h.
Now, consider Lp and Lq (Lp := L+p and Lq := L+q).
Since the boundary of h is parallel to Lp and Lq, we can
suppose without loss of generality that the point q is in
above line Lp (see Figure 4(a)) implies that there is a
cone C ′ ∈ Ck such that q ∈ C ′p and the boundary of h
dose not intersect C ′. Now, suppose that point r is the
point that algorithm MergeSpanners adds it to the
graph, when it processes the point p and cone C ′p. If
r = q, then clearly the theorem holds. Now, suppose
that r 6= q. Since G2 is an Hk-fault tolerant t-spanner,
there is a t-path Q′ between r and q in G2 	 h (see
Figure 4(b)). Now, consider the path Q := {p, r} ∪ Q′
in G	 h connecting p and q in G. Then, using Lemma
1, we have

p

h
Lq

Lp

q C

C ′

θθ

G1 G2

(a)

p

h

q

C ′G1 G2

r
Q′

(b)

Figure 4: Illustrating of proof of Theorem 5.

|Q′| = |pr|+ |L| ≤ |pr|+ t|rq|
≤ |pr|+ t(|pq| − (cos θ − sin θ)|pr|)
= t|pq| − (t(cos θ − sin θ)− 1)|pr|
≤ t|pq|.

Hence, Q is a t-path between p and q in G	 h. �

Note that according to Theorem 5 and since every com-
plete graph is anHk-fault tolerant t-spanner, the output
of the divide and conquer algorithm mentioned in pre-
vious section is an Hk-fault tolerant t-spanner. Hence,
as a corollary, we have:

Corollary 3 There exist two divide and conquer algo-

rithm to construct an Hk-fault tolerant t-spanner for

a given set of n points in the plane that ones takes

O(n2 log n) time and its output has O(n) edges, and

the other takes O(n log2 n) time and its output has

O(n log n) edges

4 Conclusion

In this paper, we introduced the problem of merge of two
geometric spanners, denoted by spanners merging prob-
lem, and then we proposed an algorithm that solves this
problem in O(n1 log n1 + (n1 + n2) log n2) time. Fur-
thermore, using the proposed algorithm, we proposed
two divide and conquer algorithms to construct a t-
spanner for a given point set in the plane. Moreover,
we proposed two divide and conquer algorithms to con-
struct an Hk-fault tolerant t-spanner for a given set of
n points in the plane that ones takes O(n2 log n) time
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and its output has O(n) edges, and the other takes
O(n log2 n) time and its output has O(n log n) edges.
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A Faster Algorithm for the Minimum Red-Blue-Purple Spanning Graph
Problem for Points on a Circle
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Abstract

Consider a set of n points in the plane, each one of
which is colored either red, blue, or purple. A red-blue-
purple spanning graph (RBP spanning graph) is a graph
whose vertices are the points and whose edges connect
the points such that the subgraph induced by the red
and purple points is connected, and the subgraph in-
duced by the blue and purple points is connected. The
minimum RBP spanning graph problem is to find an
RBP spanning graph with minimum total edge length.
We consider this problem for the case when the points
are located on a circle. We present an algorithm that
solves this problem in O(n2) time, improving upon the
previous algorithm by a factor of O(n).

1 Introduction

Let S be a set of n points in the plane that is parti-
tioned into {R,B, P}. The points of R are colored red,
the points of B are colored blue, and the points of P
are colored purple. A red-blue-purple spanning graph
(RBP spanning graph) on S is a graph whose vertices
are the points of S and whose edges connect the points
such that each of the subgraphs induced by R ∪ P and
by B ∪ P are connected. In other words, if we remove
the red points then the resulting subgraph is connected,
and if we remove the blue points then the resulting sub-
graph is connected. One may think of the purple points
belonging to both the red set and the blue set. The
minimum RBP spanning graph problem is to compute
an RBP spanning graph that has minimum weight (to-
tal edge length). See [3, 4] for applications of this prob-
lem. In this paper we consider the special case of this
problem when the points of S are located on a circle.

In [3] it is claimed that the general case of the prob-
lem is NP-hard; this claim is based on a reduction from
planar 3-SAT. However, in [4] it is claimed that the NP-
hardness reduction of [3] is incorrect, and an O(n6)-time
exact algorithm for this problem is presented. The al-
gorithm is based on the weighted matroid intersection.

∗School of Computer Science, Carleton University, Ot-
tawa, Canada, ahmad.biniaz@gmail.com, {jit, anil, michiel}
@scs.carleton.ca. Supported by NSERC.
†MADALGO, department of Computer Science, Aarhus Uni-

versity, Denmark, ivd@cs.au.dk. MADALGO is supported in
part by DNRF84.

When the points of S are located on a line and given in
sorted order, this problem can be solved in O(n) time
(see [3, 4]). If the points of S are located on a circle
and given in circularly sorted order this problem can be
solved in O(n3) time; specifically, it can be solved in
O(k3 + n) time, where k is the number of purple points
(see [3, 4]). For points on a circle, we present an algo-
rithm that improves the running time to O(k2 + n).

2 Properties of Minimum RBP Spanning Graphs

In this section we review some properties of minimum
RBP spanning graphs. Given a graph G with vertex set
S, and a set S′ ⊆ S, we denote by G[S′] the subgraph
of G that is induced by S′.

For three sets R, B, and P of red, blue, and purple
points, respectively, we denote by G∗(R,B, P ) a mini-
mum RBP spanning graph on R∪B∪P ; this is denoted
by G∗ when the triple (R,B, P ) is clear from the con-
text. As in [3, 4] we classify the edges of G∗ into red,
blue, and purple. An edge is red if it connects two red
points, or a red point and a purple point. An edge is
blue if it connects two blue points, or a blue point and
a purple point. An edge is purple if it connects two
purple points. Note that G∗ does not contain any edge
between a red point and a blue point. The subgraph
G∗[P ] that is induced by the purple points is acyclic,
because otherwise we could remove a purple edge from
a cycle and reduce the weight of G∗ without destroying
the connectivity of G∗[R∪P ] and G∗[B ∪P ]. The sub-
graph G∗[R ∪ P ] (resp. G∗[B ∪ P ]) is a spanning tree
because otherwise we could remove a red edge (resp.
blue edge) from a cycle without affecting the connectiv-
ity of G∗[B∪P ] (resp. G∗[R∪P ]). We refer to G∗[R∪P ]
as the red tree and to G∗[B ∪ P ] as the blue tree.

Every red edge in G∗ is also an edge of a minimum
spanning tree of R ∪ P , because otherwise we could re-
place it by another red or purple edge of smaller weight.
The corresponding statement holds for the blue edges.
Thus, the red edges of G∗ do not cross each other, and
the blue edges of G∗ do not cross each other. The
corresponding statements do not hold for purple edges.
There can be purple edges in G∗ that are not present in
any minimum spanning tree of the purple points. More-
over, a purple edge in G∗ can cross Θ(|P |) other purple
edges [3, 4]. In [3, 4] it is shown that the maximum
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degree of a purple point in G∗ is at most 18 and the
maximum degree of a red point or a blue point is at
most 6. Moreover, there exists an optimal graph in
which the maximum degree of every purple point is at
most 15 and the maximum degree of every red point
or blue point is at most 5. The proofs for these degree
constraints are inherited from the proofs of maximum
degree constraints of minimum spanning trees of a point
set in the plane.

3 The Algorithm

Let S be a set of n points on a circle C that are col-
ored red, blue, or purple. Let R, B, and P denote
the set of red, blue, and purple points of S, respec-
tively. Let k denote the number of purple points, i.e.,
k = |P |. The problem is to compute a minimum RBP
spanning graph for S. Although for points in the plane,
and even for points in convex position, a purple edge
can be crossed by other purple edges, for points on a
circle, purple edges cannot be crossed by other purple
edges. Based on this, Hurtado et al. [3, 4] presented a
dynamic programming algorithm that solves this prob-
lem in O(k3 + n) time. We use a similar dynamic pro-
gramming approach and improve the running time to
O(k2 + n). First we review a lemma from [3, 4].

Lemma 1 (see [3, 4]) Let S be a set of points on a
circle, each one of which is colored either red, blue, or
purple. Let G∗ be a minimum RBP spanning graph for
S. Then the following statements holds.

1. No purple edge of G∗ can cross any other edge of
G∗.

2. No red or blue edge of G∗ can cross any segment be-
tween two purple points (which are not necessarily
connected by an edge in G∗).

3. For any purple point p in S, let p′ be the point on
the circle diametrically opposite to p, and let SC be
any of the two closed semicircles containing both p
and p′. Then in G∗, p has at most one purple neigh-
bor in SC, and thus at most two purple neighbors
in total.

3.1 The Dynamic Programming Algorithm

In this section we give an overview of the dynamic pro-
gramming algorithm presented in [3, 4]. Assume that
the points of S are circularly sorted. Let p1, . . . , pk be
the purple points in clockwise order. For any 1 6 i 6 k,
let Si be the set of red and blue points between pi and
pi+1. Assume that all indices are taken modulo k.

Let G∗ be a minimum RBP spanning graph for S. By
Lemma 1 no edge of G∗ that is incident to a point in
Si can cross segment pipi+1 (pipi+1 is not necessarily

an edge of G∗). Thus, a solution for each set Si can be
computed independently. Moreover, this is analogous
to the case when the points are on a line, and thus, it
can be solved in linear time for all sets Si.

For any two purple points pi and pj , Lemma 1 guar-
antees that if pipj is an edge in G∗ then it cannot be
crossed by any other edge of G∗. This introduces two
independent subproblems, one to the left of the oriented
segment pipj , and one to the right. Each subproblem
has four different types PC, RC, BC, and NC. In the
PC-type, pi and pj are connected in both red and blue
subgraphs. In the RC-type, pi and pj are connected
in the red subgraph but disconnected in the blue sub-
graph; any solution for this type must connect pi and
pj in its blue subgraph. In the BC-type, pi and pj are
disconnected in the red subgraph but connected in the
blue subgraph. In the NC-type, pi and pj are neither
connected in the red subgraph nor in the blue subgraph.
The algorithm maintains four tables, PC, RC, BC, and
NC, each of size O(k2), that are indexed by pairs of
purple points. Each entry [i, j] of each table, stores the
length of a minimum RBP spanning graph of the corre-
sponding type for the point set {pi, pi+1, . . . , pj}. Based
on this, the length of an optimal solution can be found
as

min
26j6k

{PC[1, j] +NC[j, 1], NC[1, j] + PC[j, 1],

RC[1, j] +BC[j, 1], BC[1, j] +RC[j, 1]}.

Let Λ ∈ {P,R,B,N}. The entries of each table are
filled in order, so that when it is time to compute the
value of an entry Λ[i, j], all the entries corresponding to
smaller problems, i.e., subproblems introduced by pur-
ple pairs to the left of the oriented segment pipj , have
already been computed. In order to fill entry ΛC[i, j],
where 1 6 i < j 6 k, the following two cases are con-
sidered, and the one with minimum cost will be stored
in ΛC[i, j]. See [3, 4] for more details.

1. pi is connected to some purple point(s) in an op-
timal solution of the subproblem (i, j); recall that
by Lemma 1, pi can be connected to at most two
purple points. Let ph be the one in the sequence
pi+1, . . . , pj that is closer to pj , see Figure 1(a).
Note that pi and ph are connected in both red
and blue subgraphs. Therefore, ph and pj must
be connected in the same way as pi and pj . Since
we do not know ph, we try all possible candi-
dates and keep the one minimizing the cost, i.e.,
ΛC[i, j] = min

i+16h6j
{PC[i, h] + ΛC[h, j] + |piph|}.

This case takes O(j − i) time.

2. pi is not connected to other purple points in any op-
timal solution of the subproblem (i, j). Now Con-
sider pi+1. By Lemma 1, in an optimal solution no
edge can cross the segment pipi+1. Since no purple
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edge is incident to pi, the segment pi+1pj cannot
be crossed either; see Figure 1(b). Therefore, an
optimal solution for the subproblem (i, j) can be
computed by combining the solutions associated to
the subproblems (i, i + 1) and (i + 1, j). See [3, 4]
for more details. This case takes O(1) time.

pjpi

ph

pjpi

pi+1

(a) (b)

Figure 1: Solving subproblem (i, j): (a) pi is connected
to a purple point ph, and (b) pi is not connected to any
purple point.

Based on the description above, the total running
time of the algorithm is O(k3 + n).

3.2 Improving the Running Time

In this section we show how to improve the running time
of the algorithm presented in Section 3.1 to O(k2 + n).
First we prove Lemma 2 which plays an important role
in this regard.

A chord of a circle is a straight line segment whose
endpoints lie on the circle. For any two points p and
q on C let SC(p, q) denote the smaller arc of C that is
determined by the chord pq.

Lemma 2 Let S be a set of red, blue, and purple points
located on a circle. Let P be the set of purple points. Let
a and b be any two points of P such that SC(a, b) con-
tains at least two points of P \ {a, b}. Let a∗, b∗ ∈ P be
the purple neighbors of a and b on SC(a, b), respectively.

1. If |aa∗|+|bb∗|< |ab|, then ab does not belong to any
minimum RBP spanning graph for S.

2. If |aa∗|+|bb∗|= |ab|, then there exists a minimum
RBP spanning graph of S that does not contain ab.

Proof. First we prove statement 1 of the lemma. The
proof is by contradiction. Assume there exists a mini-
mum RBP spanning graph G∗ for S that contains ab.
Recall that G∗ consists of a red tree and a blue tree;
moreover, the purple edges of G∗ belong to both trees.
Let Ra and Rb be the two red trees obtained by remov-
ing ab from G∗, such that a ∈ Ra and b ∈ Rb. Let Ba
and Bb be the two blue trees obtained in a similar way.

Claim 1: It is not possible to have a∗ ∈ Rb and b∗ ∈
Ra, or a∗ ∈ Bb and b∗ ∈ Ba.

We prove this claim for the case where a∗ ∈ Rb and
b∗ ∈ Ra; the proof for the other case is similar. By
Lemma 1 (item 2) no red edge or blue edge can “jump”
over a∗ or b∗. Thus, in order to have a∗ ∈ Rb and
b∗ ∈ Ra there must be two purple edges in G∗ that
cross; this contradicts Lemma 1 (item 1). This proves
the claim.

By Claim 1, a∗ ∈ Ra or b∗ ∈ Rb. Without loss of
generality assume that a∗ ∈ Ra. If a∗ ∈ Ba, then by
replacing the edge ab in G∗ with the purple edge a∗b we
obtain a valid RBP spanning graph that is smaller than
G∗ (note that a∗b is shorter than ab); see Figure 2(a).
This contradicts the minimality of G∗. Assume that
a∗ ∈ Bb; see Figure 2(b). Then by Claim 1, we have
b∗ ∈ Bb. If b∗ ∈ Rb, then by replacing the edge ab with
the purple edge ab∗ we obtain a valid RBP spanning
graph that is smaller than G∗; see Figure 2(b). This
contradicts the minimality of G∗. Assume that b∗ ∈ Ra;
see Figure 2(c). Then, by replacing ab with aa∗ and bb∗

we obtain a valid RBP spanning graph that is smaller
than G∗. This contradicts the minimality of G∗.

a

b

b∗

o

a∗

Ra, Ba

Rb, Bb

a

b

b∗

o

a∗

Ra, Ba

Rb, Bb

a

b

b∗

o

a∗

Ra, Ba

Rb, Bb

(a) (b) (c)

Figure 2: Proof of Lemma 2: (a) a∗ ∈ Ra and a∗ ∈ Ba.
(b) a∗ ∈ Ra and a∗ ∈ Bb. (c) a∗ ∈ Bb and b∗ ∈ Ra.

Now we prove statement 2 of the lemma. As we have
seen in the proof of statement 1, if |aa∗|+|bb∗|= |ab|,
in all cases we obtain an RBP spanning graph that
is smaller than G∗, except for the case when we re-
place ab with aa∗ and bb∗. Let G′ be the graph that
is obtained after replacing all such kind of edges. Since
|aa∗|+|bb∗|= |ab|, G′ has a weight equal to the weight
of G∗. Moreover, G′ does not contain ab. Thus, G′

is a spanning graph that satisfies statement 2 of the
lemma. �

We prove the following theorem in Section 4.

Theorem 3 Let P be a set of points on a circle C. Let
E2 be the set of edges that contains an edge ab if and
only if a, b ∈ P and |aa∗|+|bb∗|> |ab|, where a∗ and b∗

are two points of P that are neighbors of a and b on
the smaller arc of C that is determined by the chord ab,
respectively. Then, no three edges of E2 can pairwise
cross.
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Theorem 4 Let S be a set of n red, blue, and pur-
ple points located on a circle, and angularly sorted. A
minimum RBP spanning graph of S can be computed in
O(k2 +n) time, where k is the number of purple points.

Proof. We define three sets of edges, E0, E1, and E2,
on the purple points as follows. Let a and b be any pair
of purple points. If SC(a, b) has no point of P \ {a, b}
then add ab to E0. If SC(a, b) contains exactly one
point of P \ {a, b} then add ab to E1. Let E2 be the
set of purple edges that is defined in the statement of
Theorem 3. Let EP = E0 ∪E1 ∪E2. As a consequence
of Lemma 2 there exists an optimal solution in which all
the purple edges belong to EP . Thus, in case 1 of the
dynamic programming algorithm, instead of looking at
all pairs (pi, ph) it is enough to only consider the pairs
(pi, ph) that are connected by an edge in EP . Each pair
(pi, ph) is considered only for the subproblems that have
pi or ph as an endpoint; the number of such subprob-
lems is O(k). Thus, the total time we spend for case
1 is O(k|EP |). Therefore the total running time of the
algorithm is O(k|EP |+n).

Note that EP can be computed in O(k2) time in the
preprocessing phase. We are going to show that |EP |=
O(k); this will complete the proof of the theorem. Each
of E0 and E1 contains k = |P | edges. By Theorem 3 no
three edges of E2 pairwise cross. Agarwal et al. [1] have
shown that any graph with n vertices that can be drawn
in the plane such that no three edges pairwise cross,
has O(n) edges. Thus, E2 has O(k) edges. Therefore,
|EP |= O(k). �

4 Proof of Theorem 3

In this section we prove Theorem 3. First we prove some
lemmas that will be used in the proof of the theorem.

4.1 Preliminary Results

Lemma 5 Let aa′ and bb′ be two intersecting chords
of a circle C such that the center of C is to the left of
the oriented segment aa′ and to the right of the oriented
segment bb′. Then, |ab|< |a′b′|.

Proof. Let o be the center of C. Let α = 6 aob and α′ =
6 a′ob′. The triangles 4abo and 4a′b′o are isosceles.
Based on this and assuming that the radius of C is 1, we

have |ab|= 2 sin
(
α
2

)
and |a′b′|= 2 sin

Ä
α′

2

ä
. See Figure 3.

Let Q be the convex quadrilateral with vertices a, b, a′,
and b′. If o does not lie in Q (see Figure 3(a)), then we
have α < α′. This implies that |ab|< |a′b′|. Assume o
lies in Q; see Figure 3(b). Let a′′ and b′′ be two points
on C such that aa′′ and bb′′ are two diameters of C.
Let β = 6 a′′ob′′. Note that β = α. Moreover, we have
β < α′. This implies that that α < α′, and consequently
|ab|< |a′b′|. �

a

a′
b

b′

α
α′

o

a

a′b

b′

α

α′
o β

a′′

b′′

(a) (b)

Figure 3: Proof of Lemma 5: (a) o does not lie in convex
quadrilateral a, b, a′, b′, and (b) o lies in convex quadri-
lateral a, b, a′, b′.

Lemma 6 Let b, a, and p be three points on a circle
C, in clockwise order, such that the center of C is to
the right side of the oriented segment bp. Let b′′ be the
point such that bb′′ is a diameter of C. Let p′ be a point
on SC(p, b′′). Then |ap′|−|ap|> |bp′|−|bp|.

Proof. Refer to Figure 4. Let C(a, |ap|) be the circle
of radius |ap| that is centered at a, and let C(b, |bp|)
be the circle of radius |bp| that is centered at b. Since
a, p, and p′ are on the same side of the line through
bb′′, we have |ap′|> |ap| and |bp′|> |bp|. Let a′ be the
intersection point of ap′ with C(a, |ap|), and let b′ be the
intersection point of bp′ with C(b, |bp|). Then |aa′|= |ap|
and |bb′|= |bp|. Thus, |ap′|−|ap|= |a′p′| and |bp′|−|bp|=
|b′p′|. In order to prove the statement of the lemma
it suffices to show that |a′p′|> |b′p′|. Let ` be the line
that is tangent to C(b, |bp|) at b′. Observe that a′ and
p′ are on different sides of `. Thus, in triangle 4a′b′p′,
the angle 6 a′b′p′ is at least π

2 . This implies that a′p′

is the longest side of 4a′b′p′. Therefore, |a′p′|> |b′p′|;
this completes the proof of the lemma. �

a

p

b

b′′

o

p′

b′
a′

C(a, |ap|)

C(b, |bp|)

`

SC

Figure 4: Proof of Lemma 6.

Lemma 6 can be restated as follows. If we fix the
position of a and b, then by moving p towards b′′, the
length of ap increases more than the length of bp.
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a
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b

o
d

αβ
a

cb

o

d

b′ c′

C

C ′

(a) (b)

Figure 5: (a) Proof of Lemma 7 and Lemma 9. (b)
Proof of Lemma 9.

Lemma 7 Let 0 < α 6 π be fixed, and let C be a circle
that is centered at o. Let a, b, and c be three points
on C, in clockwise order, such that 6 aoc = α. Then,
|ab|+|bc| is maximum when 6 aob = 6 boc = α

2 .

Proof. Let f = |ab|+|bc|, and let β = 6 aob. See Fig-
ure 5(a). Since the triangles 4aob and 4aoc are isosce-

les, we have f = 2 sin
Ä
β
2

ä
+ 2 sin

Ä
α−β
2

ä
. By taking the

derivative of f with respect to β, we can see that f is
maximum when β = α

2 , and thus, 6 aob = 6 boc = α
2 . �

The following is a corollary of Lemma 7.

Corollary 1 Let C be a circle that is centered at o. Let
a, b, and c be three points on C, in clockwise order, such
that 6 aoc 6 2π

3 . Then |ab|+|bc|6 |ao|+|co|.

Proof. By Lemma 7, |ab|+|bc| is maximum when
6 aob = 6 boc, and thus, both these angles are at most
π
3 . This implies that |ab|6 |ao| and |bc|6 |co|, which
proves the claim. �

The following theorem is a restatement of Theo-
rem 7.11 in [2].

Theorem 8 (See [2]) If C1 and C2 are convex polyg-
onal regions with C1 ⊆ C2, then the length of the bound-
ary of C1 is at most the length of the boundary of C2.

Lemma 9 Let a, b, c, and d be four points on a circle
C, in clockwise order, such that the center of C is on
or to the right side of the oriented segment ad. Then
|ab|+|bc|+|cd|6 3

2 · |ad|.

Proof. Without loss of generality assume C is centered
at o and has radius 1. We consider two cases: (i)
o is on ad, and (ii) o is not on ad. First, we prove
case (i). Then, we show how to reduce case (ii) to
case (i). Assume o is on ad, that is, ad is a diame-
ter of C, and thus, |ad|= 2. See Figure 5(a). If we
fix the position of c on C, then by Lemma 7, |ab|+|bc|

is maximum when 6 aob = 6 boc. If we fix the posi-
tion of b on C, then by Lemma 7, |bc|+|cd| is maxi-
mum when 6 boc = 6 cod. Therefore, |ab|+|bc|+|cd| is
maximum when 6 aob = 6 boc = 6 cod = π

3 , and thus,
|ab|= |bc|= |cd|= |ao|= |od|. This implies the statement
of the lemma for case (i).

Now we show how to handle case (ii). Assume o is
not on ad, and thus, ad is not a diameter of C. We
show how to reduce this case to case (i). Follow Fig-
ure 5(b). Let C ′ be the circle with diameter ad. Since
C and C ′ intersect only at the two points a and d, we
argue that b and c are in the interior of C ′. Extend ab
and dc to intersect C ′ at b′ and c′, respectively. Now
we consider two cases depending on whether bb′ and cc′

intersect or not. In the former case, let o′ be the in-
tersection point of bb′ and cc′. By Theorem 8 we have
|ab|+|bc|+|cd|6 |ao′|+|o′d|. Since o′ is in the interior
of C ′ then |ao′|+|o′d|6

√
2 · |ad|; and we are done with

this case. In the latter case, by Theorem 8 we have
|ab|+|bc|+|cd|6 |ab′|+|b′c′|+|c′d|. As we have seen in
case (i), |ab′|+|b′c′|+|c′d|6 3

2 · |ad|; which completes the
proof of the lemma. �

4.2 Proof of Theorem

Recall that P is a set of points on a circle C. The edge
set E2 contains an edge ab if and only if a, b ∈ P and
|aa∗|+|bb∗|> |ab|, where a∗ and b∗ are the two points
of P that are neighbors of a and b on the smaller arc
of C that is determined by the chord ab, respectively.
Without loss of generality assume C is centered at o
and has radius 1. Based on the definition of E2, the
following observation is valid.

Observation 1 For any edge ab ∈ E2, we have |aa∗|>
1
2 · |ab| or |bb∗|> 1

2 · |ab|.

Corollary 2 For any edge ab ∈ E2, we have |a∗b∗|<
1
2 · |ab|.

Proof. Since ab ∈ E2, we have |aa∗|+|bb∗|> |ab|. By
Lemma 9 we have |aa∗|+|a∗b∗|+|b∗b|6 3

2 · |ab| where a,
a∗, b∗, and b play the role of a, b, c, and d, respectively.
This implies that |a∗b∗|< 1

2 · |ab|. �

Now we have all the tools that we need to prove
Theorem 3. For the sake of contradiction assume that
three edges aa′, bb′, and cc′ of E2 are pairwise cross-
ing. Observe that if we remove all points of P except
a, b, c, a′, b′, c′, and then recompute E2, the edges aa′,
bb′, and cc′ will remain in E2. Thus, without loss of
generality we assume that P = {a, b, c, a′, b′, c′}. More-
over, assume a, b, c, a′, b′, c′ appear in clockwise order
on C. Let 4 be the triangle whose vertices are the in-
tersection points of aa′, bb′, and cc′. We differentiate
between the following two cases: (i) o is in the interior
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Figure 6: Proof of case (i) in Theorem 3.

of 4, and (ii) o is not in the interior of 4. We will get
contradictions in both cases.

First we handle case (i). Refer to Figure 6. Since aa′,
bb′, and cc′ are edges of E2, we have |ab|+|a′c|> |aa′|,
|ab|+|b′c′|> |bb′|, and |b′c′|+|a′c|> |cc′|. By adding up
these three inequalities, we get

|ab|+|a′c|+|b′c′|> |aa
′|+|bb′|+|cc′|

2
. (1)

By Lemma 5 we have |ab|< |a′b′|, |a′c|< |ac′|, and
|b′c′|< |bc|. Adding up these three inequalities implies

|ab|+|a′c|+|b′c′|< |a′b′|+|ac′|+|bc|. (2)

In view of Corollary 2, we have |bc|< 1
2 · |aa′|, |ac′|<

1
2 · |bb′|, and |a′b′|< 1

2 · |cc′|. This implies

|bc|+|ac′|+|a′b′|< |aa
′|+|bb′|+|cc′|

2
.

This and Inequality (2) imply

|ab|+|a′c|+|b′c′|< |aa
′|+|bb′|+|cc′|

2
,

which contradicts Inequality (1); this is a contradiction
for case (i).

a

a′

c′

b′

b

c

o

c′′

a′′ a

a′

c′

b′

b

c

o

α

(a) (b)

Figure 7: Proof of case (ii) in Theorem 3.

Now we are going to handle case (ii) where o is not in
the interior of the triangle formed by the intersection of

aa′, bb′, and cc′. Without loss of generality assume that
o is on or to the right side of all the oriented segments
aa′, bb′, and cc′; see Figure 7(a). Since aa′, bb′, and cc′

are edges of E2, we have |ab|+|a′c|> |aa′|, |bc|+|a′b′|>
|bb′|, and |a′c|+|b′c′|> |cc′|. By adding up these three
inequalities, we get

|ab|+|bc|+|a′b′|+|b′c′|+2|a′c|> |aa′|+|bb′|+|cc′|. (3)

Let a′′ and c′′ be the two points on C such that a′a′′

and cc′′ are diameters of C. By Lemma 6, |a′′b|−|ab|>
|a′′a′|−|aa′| and |b′c′′|−|b′c′|> |cc′′|−|cc′|. By adding
these two inequalities to Inequality (3) we get

|a′′b|+|bc|+|a′b′|+|b′c′′|+2|a′c|> |a′′a′|+|bb′|+|cc′′|.
(4)

Thus, if o is on or to the right side of all the oriented seg-
ments aa′, bb′, and cc′, then Inequality (4) is valid. In
fact, Inequality (4) is the same as Inequality (3) where
a′′ and c′′ play the role of a and c′, respectively. There-
fore, without loss of generality, from now on we assume
that a is on a′′ and c′ is on c′′, that is, aa′ and cc′ are
two diameters of C.

Let α = 6 aoc′ = 6 coa′. We claim that α 6 π
3 . As-

sume α > π
3 . This implies that 6 aoc 6 2π

3 and 6 a′oc′ 6
2π
3 . By Corollary 1 we have |ab|+|bc|6 |ao|+|oc| and
|a′b′|+|b′c′|6 |a′o|+|oc′|. As a consequence of Corol-
lary 2, for edge bb′ we have 2|a′c|< |bb′|. By adding
these three inequalities we get

|ab|+|bc|+|a′b′|+|b′c′|+2|a′c|
< |ao|+|oc|+|a′o|+|oc′|+|bb′|= |aa′|+|bb′|+|cc′|,

which contradicts Inequality (3). Therefore, α 6 π
3 .

a′c

o

α

b
b′

c′a

qp

C2

C ′
1

C1

C ′
2

2-|a′c|2-|a′c|

Figure 8: Proof of case (ii) in Theorem 3.

Recall that C has radius 1, and thus, |aa′|= |cc′|=
2. Consider two circles C1 = C(a′, |a′c|) and C2 =
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C(c, |a′c|). Let C ′1 be the circle that is centered at a
and touches C1, i.e., C ′1 has radius 2 − |a′c|. Similarly,
let C ′2 be the circle that is centered at c′ and touches

C2. See Figure 8. Let Ùac (resp. ã′c′) be the smaller arc
of C that has endpoints a to c (resp. a′ and c′). Let p
be the intersection point of C ′1 and Ùac. Let ıap and Ùpc
be the two sub-arcs of Ùac. Similarly, let q be the inter-

section point of C ′2 and ã′c′, and let â′q and ıqc′ be the

two sub-arcs of ã′c′.
If b is in the interior of ıap then |ab|+|a′c|< 2 = |aa′|,

which contradicts the existence of aa′ in E2. Thus b ∈Ùpc, and similarly, b′ ∈ â′q. We are going to show that
|bc|+|a′b′|6 |bb′|; this will contradict the existence of bb′

in E2.

a′c

o

α

b b′

c′a

x

2-x2-x

ββ

Figure 9: Proof of case (ii) in Theorem 3.

Since bb′ ∈ E2 we have |bc|+|a′b′|> |bb′|. By Lemma 6
if we move b towards p, then |bc| increases more than
|bb′|. Similarly, if we move b′ towards q, then |a′b′|
increases more than |bb′|. Therefore, |bc|+|a′b′|> |bb′|
holds after moving b to p, and b′ to q. Thus, from
now we assume b = p and b′ = q. See Figure 9.
Note that all the triangles 4aob, 4boc, 4coa′, 4a′ob′,
4b′oc′, and 4bob′ are isosceles. Let x = |a′c|, and thus,
|ab|= |b′c′|= 2 − |a′c|= 2 − x. Note that x = 2 sin

(
α
2

)
.

Let β = 6 aob = 6 b′oc′. Then, β = 2 arcsin
(
2−x
2

)
=

2 arcsin
(
1− sin

(
α
2

))
. Note that 6 bob′ = 2π − α − 2β.

Thus,

|bb′|= 2 sin
(
π − α

2
− β

)
= 2 sin

(α
2

+ β
)
.

Moreover, 6 boc = 6 a′ob′ = π − α− β. Thus,

|bc|= |a′b′|= 2 sin

Å
π − α− β

2

ã
= 2 cos

Å
α+ β

2

ã
.

Now we show that |bc|+|a′b′|6 |bb′|, which contradicts
the existence of bb′ in E2. In order to show this, it
suffices to prove that

4 cos

Å
α+ β

2

ã
6 2 sin

(α
2

+ β
)
, (5)

where β = 2 arcsin
(
1− sin

(
α
2

))
, for all 0 < α 6 π

3 .
Inequality (5) simplifies to

2

…
1− sin2

(α
2

)…
1−

(
1− sin

(α
2

))2

+ 2
(

1− sin
(α

2

))2
+ sin

(α
2

)

6 3, (6)

where 0 < α 6 π
3 . Let u = sin

(
α
2

)
. Then, Inequality (6)

simplifies to
4u2 − 4u+ 1 > 0, (7)

where 0 6 u 6 1
2 ; it is easy to verify that Inequality (7)

is valid in this range of u. This contradicts the fact that
|bc|+|a′b′|> |bb′|, and hence the existence of bb′ in E2;
this is a contradiction for case (ii). This completes the
proof of Theorem 3.
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Partitions of planar point sets into polygons

Ajit Arvind Diwan ∗ Bodhayan Roy †

Abstract

In this paper, we characterize planar point sets that
can be partitioned into disjoint polygons of arbi-
trarily specified sizes. We provide an algorithm to
construct such a partition, if it exists, in polyno-
mial time. We show that this problem is equivalent
to finding a specified 2-factor in the visibility graph
of the point set. The characterization for the case
where all cycles have length 3 also translates to find-
ing a K3-factor of the visibility graph of the point
set. We show that the generalized problem of find-
ing a Kk-factor of the visibility graph of a given
point set for k ≥ 5 is NP-hard.

1 Introduction

Partitioning of point sets is a well studied topic in
Computational Geometry. Let P be a finite set of
points in the plane. A partition of P is called a
convex partition if P is partitioned into j subsets
S1, S2, . . . , Sj such that all the points of Si form the
vertices of a convex polygon [8]. Problems concern-
ing such partitions have been studied, and bounds
on the number of sets required for such a disjoint
partition have been established [8, 14, 1]. In this
paper, we study the following two related partitions
of P , and the equivalent problem on the visibility
graph of P .

A partition of P into subsets S1, S2, . . . , Sj is said
to be a cycle partition of P , when the points of
each Si can be joined by straight line segments to
form a simple polygon, i.e. no Si has all points
collinear. We say that two points pi and pj of P are
visible to each other if the line segment pipj does
not contain any other point of P . If a point pk ∈ P
lies on the segment pipj connecting two points pi
and pj in P , we say that pk blocks the visibility
between pi and pj , and pk is called a blocker in P .
A partition of P into subsets S1, S2, . . . , Sj is said
to be a clique partition of P , when all the points
of each Si are mutually visible, i.e. no Si has three

∗Department of Computer Science and Engineering, In-
dian Institute of Technology Bombay, aad@cse.iitb.ac.in
†Department of Computer Science and Engineering, In-

dian Institute of Technology Bombay, broy@cse.iitb.ac.in

collinear points, and no two points of Si are blocked
by points from any other Sl.

The visibility graph (also called the point visibility
graph denoted as PVG) of P is defined by associat-
ing a vertex vi with each point pi of P and such that
(vi, vj) is an undirected edge of the PVG if pi and
pj are visible to each other. Point visibility graphs
have been studied in the contexts of construction
[3, 4], recognition [6, 7, 2, 12], connectivity [10],
chromatic number and clique number [9, 11].

Let H be a connected graph. For a given graph
G, an H-factor of G is a spanning subgraph of G
whose components are isomorphic to H. Thus, a
Ck-factor of G is a spanning subgraph of G whose
components are isomorphic to the cycle on k ver-
tices. Similarly, a Kk-factor of G is a spanning
subgraph of G whose components are isomorphic
to the clique on k vertices. To decide whether or
not a graph G on kn vertices has a Kk-factor or a
Ck-factor is NP-hard for k ≥ 3 [5].

We say that a cycle partition of a point set is
disjoint when no two of the polygons enclosed by
the cycles intersect with respect to vertices, edges
or area. In this paper, in Section 2, we study dis-
joint cycle partitions of point sets. In Section 2.1 we
study the special case where all cycles are of length
3. We provide a necessary and sufficient condition
for this case. The condition also shows that all point
sets that admit any partition into cliques of size 3,
also admit such a disjoint cycle partition. In Sec-
tion 2.2 we study the generalized disjoint cycle par-
titions except the case mentioned above. We pro-
vide a different necessary and sufficient condition
for it, thereby completely characterizing all point
sets that admit a disjoint cycle partition. In Sec-
tion 2.3 we show that a point set admits a disjoint
cycle partition if and only if its visibility graph ad-
mits a corresponding 2-factor. In Section 3 we study
the problem of clique partitions of point sets. If all
cliques are of size 3, then this problem is the same
as the special case in cycle partition. We prove that
for all cliques of size k, k ≥ 5, the problem becomes
NP-hard. Finally, in Section 4, we conclude with
some remarks and open questions.
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2 Disjoint cycle partitions

Let P be a given set of finitely many points in the
plane. Denote the convex hull of a point set P by
CH(P ). It is well-known that every point set with
an even number of points has a non-crossing match-
ing. In this section, we consider the existence of
disjoint polygons of specified sizes in a given point
set. l

2.1 Disjoint triangle partition

A cycle partition of P is said to be a triangle parti-
tion if all cycles have length 3. A subset I of P such
that no two points of I are visible from each other is
called an independent set of P . Observe that I also
induces an independent set in the visibility graph of
P . Here we provide a characterization of all point
sets that admit a disjoint triangle partition. We
first characterize sets of 3n points that contain an
independent set of size n+ 1.

Lemma 1 Let P be a set of 3n points that contains
an independent set I of size n+ 1. Then one of the
following must hold:

1. The points in I are collinear.

2. The points in I occur on the boundary of
CH(P ) and CH(I) = CH(P ). CH(P ) has
at most 4 vertices and the boundary of CH(P )
contains exactly 2n+ 2 points of P , with every
alternate point in I. Further, every subset of 5
points in I must contain 3 collinear points.

Proof. Consider a maximal plane graph G with
vertex set the points in I. Suppose there are h
points of I on the boundary of CH(I). Then the
number of edges in G is 3n− h. Since I is an inde-
pendent set in P , every such edge in G must con-
tain a blocker in P which is not in I. Since there
are at most 2n − 1 such blockers, we must have
3n − h ≤ 2n − 1, or h ≥ n + 1. Thus all points of
I are on the boundary of CH(I), and every edge in
G must contain exactly one blocker. This implies
that CH(P ) = CH(I), and there are exactly 2n+2
points of P on the boundary of CH(P ), with every
alternate point in I.

Suppose there are 5 points in I such that no 3 are
collinear. Since all points in I are on the bound-
ary of CH(I), we can choose 5 such points such
that their convex hull does not contain any other
point of I (Figure 1 (a)). Now choose edges in the
graph G such that these 5 points form a strictly
convex polygon in G. There will be exactly two
edges of G and two blockers contained inside this

polygon. However, two blockers cannot block the
visibility between all pairs of non-adjacent vertices
of a strictly convex pentagon, contradicting the fact
that I is an independent set (Figure 1 (b)).

This also implies that CH(P ) must have at most
4 vertices, otherwise we can find a subset of 5 points
in I such that no 3 are collinear. �

Theorem 2 A set P of 3n points in the plane ad-
mits a disjoint triangle partition iff P does not con-
tain an independent set of size n+ 1.

Proof. Suppose P admits a disjoint triangle parti-
tion and contains an independent set of size n+ 1.
Then some two points in the independent set must
be in the same triangle in the triangle partition.
Since the triangles are disjoint, these two points
must be visible to each other, contradicting the fact
that they are in an independent set.

Suppose P does not contain an independent set
of size n+1. We show that P has a disjoint triangle
partition. The proof is by induction on n. For n =
1, this is trivial. Suppose n ≥ 2.

Let pi be any vertex of CH(P ), pj the point in
P that follows pi on the boundary of CH(P ) in
clockwise order, and pk the point that precedes pj
on the boundary of CH(P \ {pi}). Note that all
points in P \ {pi} cannot be collinear, otherwise
there are 2n + 1 collinear points in P . Denote the
triangle pipjpk by ∆(pi) and let P ′ = P\{pi, pj , pk}.

Clearly the triangle ∆(pi) is disjoint from
CH(P ′). If P ′ does not contain an independent set
of size n, then by induction, P ′ has a disjoint trian-
gle partition, which, along with the triangle ∆(pi),
gives a disjoint triangle partition of P . Suppose P ′

contains an independent set of size n. Then P ′ must
satisfy one of the conditions given by Lemma 1.

First suppose P ′ contains 2n− 1 collinear points
on some line L. Since P has no independent set
of size n + 1, L can contain at most 2n points of
P . Suppose P has 2n collinear points and let these
be p1, p2, . . . , p2n in left to right order along L. We
now form a disjoint triangle partition of P directly.
For i = 1 to n, we choose the triangle p2i−1, p2i, qi,
where qi is a point in P not in L, that has not been
included in any earlier triangle, such that the angle
p2i−1, p2i, qi is as small as possible, and subject to
this condition, qi is as close to p2i as possible. This
choice of qi ensures that the triangles chosen are
disjoint.

If P has 2n− 1 collinear points, we use the same
procedure for i = 1 to n− 1. Now we are left with
p2n−1 and two points p, q that are not in L. If both
p, q are on the same side of L and p, q, p2n−1 are
not collinear, they form a triangle to complete the
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disjoint triangle partition. If they are on different
sides of L, say p is above L, we consider the triangle
p2n−3, p2n−2, qn−1 formed earlier. If qn−1 is above
L, we replace this triangle by p2n−3, p2n−2, q and
add the triangle p, qn−1, p2n−1. A similar argument
holds if qn−1 is below L.

Finally, suppose p, q are on the same side of L,
say above, and q lies on the segment pp2n−1. If
qn−1 lies below L, we use the triangles p2n−3, p, q
and p2n−2, p2n−1, qn−1. If qn−1 is above L but
does not lie in the segment p2n−3p, we use the
triangles p2n−3, qn−1, p and p2n−2, p2n−1, q. The
only remaining possibility is that qn−1 blocks
p2n−3 from p. Now consider the previous triangle
p2n−5, p2n−4, qn−2. By a similar argument, if qn−2
does not block p from p2n−5, we can modify the
triangles to find a disjoint triangle partition. Con-
tinuing this way, we either get a disjoint triangle
partition, or p must be blocked from p2i−1 by qi
for 1 ≤ i ≤ n − 1. But this implies P contains an
independent set of size n+ 1, a contradiction.

Now suppose CH(P ′) satisfies the second condi-
tion in Lemma 1. Suppose CH(P ′) has 3 vertices
p, q, r in clockwise order. We consider different cases
based on the possible vertices of CH(P ).

Suppose p, q, r are also vertices of CH(P ) and
pi occurs between q and r, in clockwise order, on
the boundary of CH(P ). Let P ′′ be the point set
obtained after deleting the triangle ∆(p). Suppose
P ′′ has an independent set of size n, otherwise we
can apply induction. Then the edge qpi of CH(P ′′)
must contain the point pk, and the edge pir must
contain pj . The independent set of size n in P ′′

must contain all points from the independent set of
size n in P ′, except p. This implies p must be visible
to pi, otherwise we get an independent set of size
n + 1 in P . Now let P ′′′ be the point set obtained
after deleting the triangle ∆(r). Since CH(P ′′′) has
2 vertices p and pi that are visible to each other, it
cannot contain an independent set of size n. Again,
we can apply induction.

Suppose p and q are vertices of CH(P ) but r is
not. If r does not lie on the boundary of CH(P ),
then P ′′ has two convex hull vertices pi and pj that
are visible to each other, and hence cannot contain
an independent set of size n. On the other hand, if
r is on the boundary of CH(P ), and if P ′′ contains
an independent set of size n, then since p and pi are
not visible to each other, P contains an independent
set of size n+ 1, a contradiction.

Finally, suppose p is a vertex of CH(P ) but nei-
ther q nor r is a vertex of CH(P ). If ∆(p) does not
contain pi, then CH(P ′′) has two vertices pi and
pj that are visible to each other. A symmetrical

argument can be used if pj does not precede p on
the boundary of CH(P ). The only other possibility
is that the boundary of CH(P ) contains only the
points p.pi, pj . Now if pk does not lie in the seg-
ment piq, we delete the triangle piqpk. Again, the
remaining point set has two vertices p, pj , visible to
each other. If pk lies in piq, we delete the triangle
pjqpk. Thus in all cases, the remaining point set
cannot have an independent set of size n, and we
can apply induction.

The arguments in the case when CH(P ′) has 4
vertices are very similar to the case when CH(P ′)
has 3 vertices. We omit them here. �

(a) (b)

Figure 1: (a) A point set P where there are five
points of I with no three collinear. The points in
the interior of CH(P ) are not shown. The points of
I are coloured red. (b) A pentagon with five vertices
from I.

2.2 Generalized cycle partitions

Let S be a given set of cycles {C1, C2, . . . , Cl}, not
all Ci of length 3. Let Li be the length of Ci ∈ S. In
this section, we show that it is possible to partition
a point set P into disjoint cycles of S if and only if
P does not have

∑l
i=1 Li − l + 1 collinear points.

Lemma 3 If P has
∑l

i=1 Li points, not all
collinear, then it is possible to separate out Ci from
P so that CH(Ci) and CH(P \ Ci) are disjoint.

Proof. Let p be any vertex of CH(P ), p0 the point
of P that precedes p on the boundary of CH(P ),
and q the point that follows p. Then p0 and q are
vertices of CH(P \{p}) and let p0, p1, p2, . . . , pk = q
be the points of P that occur between p0 and q
on the boundary of CH(P \ {p}. If k ≥ Li − 2,
we choose Ci to be the cycle p, p0, p1, p2, . . . , pLi−2
(Figure 2 (a)). If k < Li−2, then Li > 3. We delete
the points p, p1, . . . , pk−1, and in the remaining set
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(b)(a)

p

P

p0

q

p1

p

P

p0

q

p1

Figure 2: (a) A C4 separated out from P . (b) A C6

is separated out from P

of P ′ of points, find a cycle C ′i of length Li − k,
using the same procedure, starting with the vertex
q. Then C ′i∪{p, p1, . . . , pk−1 give the required cycle
Ci (Figure 2 (b)). �

(b)(a)

P
qk−1

Ck Ck
C1

q′k−1
P

pk−1 qk−1q′k−1pk−1

r′k−1 r′k−1

Figure 3: (a) There is only one remaining point of
P on the line. (b) One point of Ck is freed to be
used for C1.

Theorem 4 Let C1, C2, . . . , Ck be a collection of
cycles of lengths L1, L2, . . . , Lk such that Lk ≥ 4.
A set P of L =

∑k
i=1 Li points admits a disjoint

cycle partition into cycles of lengths L1, L2, . . . , Lk

iff it does not contain L− k + 1 collinear points.

Proof. If P contains L− k + 1 collinear points on
some line, then there are at most k − 1 points of P
not in the line. Thus in any partition of P into k
parts, some part must contain all points in the line.
Thus P cannot have a cycle partition into k cycles
of lengths L1, . . . , Lk.

We prove the converse by induction on k. If k =
1, the result is trivial. Suppose k ≥ 2. By Lemma
3, we can find a cycle C1 of length L1 in P , such
that C1 and CH(P \C1) are disjoint. If P \C1 does

not contain L − L1 − (k − 1) + 1 collinear points,
then by induction, it has a disjoint cycle partition
into k − 1 cycles of lengths L2, . . . , Lk. This gives
the required disjoint cycle partition of P .

Suppose P \ C1, and hence P itself contains L−
L1−k+2 collinear points. Note that by assumption
P contains at most L − k collinear points. Order
these collinear points in left to right order along the
line containing them, and group them into k groups
in left to right order, with the ith group containing
Li+1 − 1 points, for 1 ≤ i < k. All the remaining
points are placed in the kth group. Note that there
is at least one, and at most L1− 1 points in the kth

group. There are at least k points not in the line.
Let pi denote the leftmost point of the ith group
and qi the rightmost.

We now form a disjoint cycle partition of P di-
rectly, using the same method as in Theorem 2. For
i = 1 to k− 1, let ri be a point not in the line, that
has not be included in any earlier cycle, such that
the angle piqiri is minimum, and subject to this
condition ri is nearest to qi. Let Ci+1 be the cycle
formed by ri and all points in the line that lie be-
tween pi and qi (inclusive). Thus length of Ci+1 is
Li+1.

Now there are L1 points remaining, at least one
of which is on the line, and at least one is not in
the line. If there are two or more points remaining
on the line, we can connect the remaining points by
line-segments to form a cycle of length L1 that is
disjoint from the earlier cycles.

Suppose there is only one point on the line (Fig-
ure 3 (a)). Now consider the cycle Ck formed ear-
lier. By assumption, it has length at least 4, so there
is a point q′k−1 immediately to the left of qk−1 on the
line, such that q′k−1 6= pk−1. Let r′k−1 be a remain-
ing point such that the angle pk−1q′k−1r

′
k−1 is min-

imum, and subject to this r′k−1 is nearest to q′k−1.
Modify Ck by replacing qk−1 by r′k−1. Now there
are two points remaining on the line and we can
complete the cycle C1 using the remaining points
(Figure 3 (b)). �

2.3 2-factors of point visibility graphs

Here we study the relationship between cycle par-
tition of point sets and 2-factors of their visibility
graphs.

Lemma 5 Given a set of cycles S =
{C1, C2, . . . , Cl}, not all Ci of length 3, a point
visibility graph G admits the 2-factor with cycles of
length specified by S if and only if G does not have
any induced path on (

∑l
i=1 Li) − l + 1 vertices,

where Li is the length of the cycle Ci.
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Proof. If such a path exists, then one of the cyles
must have all its vertices from the induced path,
a contradiction. If such a path does not exist,
then no point set P corresponding to G can have
(
∑l

i=1 Li) − l + 1 collinear points. Thus, P must
have a disjoint cycle partition corresponding to S,
which corresponds to a 2-factor of G. �

Corollary 6 If a point set P has l points on a line
and at most k points outside of it, where l ≥ 2k+2,
then every point set with the same visibility graph
as P , has at least l collinear points.

3 Clique partition

A characterization analogous to that in 2 does not
work for clique partitions where k ≥ 4. Consider
the graph drawn on a point set in Figure 4. Due to
its structure, it is called a slanted grid graph [12].
A slanted grid graph on x points has a maximum
independent size only of O(

√
x). The slanted grid

graph in the figure has forty-four points with k = 4
and n = 11, and a maximum independent set of size
five. However, it cannot be partitioned into copies
of K4, because p1 and p2 are not contained in any
K4. adjacent to triangles. In this section, we

p1

p2

m

n

pn,1

pn,m p1,m

p1,1

Figure 4: A slanted grid graph on forty-four points.
A maximum independent set is coloured in red.

show that the problem of partitioning a given point
set in the plane, into k-cliques for k ≥ 5, is NP-
hard. To show this, we reduce 3-occurrence SAT
to the problem. A 3-occurrence SAT formula is a

Figure 5: A partial grid graph.

SAT formula where each variable occurs at most 3
times. The 3-occurrence SAT problem is known to
be NP-hard [13].

3.1 Construction of the reduction

We provide a reduction of 3-occurrence SAT to par-
titioning a point set into copies of K5. We start
with any given 3-occurrence SAT formula θ, with
variables x1, x2, . . . , xn and clauses C1, C2, . . . , Cm.
Wlog we assume that there is no variable in θ whose
positive or negative literals solely constitute all of
its occurrences. We also assume that each clause Ci,
2 ≤ i ≤ m− 1, has all variables different from those
in Ci−1 and Ci+1. This assumption is valid because
any given 3-occurrence SAT formula can be trans-
formed to such a formula by adding a linear number
of variables and clauses, with every variable and its
negation occuring at least once each. Let n1 and
n2 be the number of variables that occur twice and
thrice in θ, respectively, so that n1 + n2 = n.

We now construct a point set P from θ so that a
partition of P into 5-cliques is possible if and only
if θ is satisfiable. We do the following:

(a) Let v = 3n1 + 4n2 +n−1, bn = 2(m−1)n1 +
(m− 2)n1 + 2(m− 1)n2 + 2(m− 2)n2 +m(n− 1) =
4mn− 5n+ n2m− 2n2. Let e = bn − 2v + 3m− 1,
b = e+m− 1 and c = 2(v − 2m) + 2e.

(b) Call the x-axis the clause line. Starting from
the origin, from left to right, place m points on the
clause-line, unit distance apart. Each such point is
called a clause-point, the kth point representing Ck,
and denoted as cpk.

(c) Consider the horizontal line with y-coordinate
−2 and call it the extra-line. Starting from the y-
axis from left to right, we place e points on the
extra-line, each a unit distance apart.

(d) Consider the horizontal line with y-
coordinate −1 and call it the blocking-line. Starting
from the y-axis from left to right, we place b points
on the blocking-line, each half a unit distance apart.

(e) Now consider the horizontal line with y-
coordinate −1.5 and call it the variable-line. Let
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x′ be the x-coordinate of the point of intersection
of the variable-line and the line passing through the
leftmost clause-point and the rightmost point on the
blocking-line. Starting from the point (x′+1,−1.5)
from left to right we place points on the variable-
line, representing the variables of θ as follows.

(e.i) If xi and x̄i occur in Cj and Ck respectively,
then we place three points, x1i , x2i = x̄i

1 and x̄i
2 to

the right of all points placed so far on the variable-
line, in the same consecutive order. We block the
points x1i and x̄i

2 from all points on the clause-line
other than cpj and cpk respectively. We block the
point x2i from all points on the clause-line other than
cpj and cpk.

(e.ii) Wlog if there are two occurrences of xi and
one occurrrence of x̄i, then we place four points, x1i ,
x2i = x̄i

1, x3i = x̄i
2 and x4i to the right of all points

placeed so far on the variable-line, in the same con-
secutive order. Suppose that xi occurs in Cj and
Ck, and x̄i occurs in Cl. We block the points x1i and
x4i from all points on the clause-line other than cpj
and cpk respectively. We block the point x2i from all
points on the clause-line other than cpj and cpl. We
block the point x3i from all points on the clause-line
other than cpk and cpl.

(f) On the variable-line, introduce a new
variable-blocker point after all the points corre-
sponding to a particular variable have been placed,
except for the rightmost set of points correspond-
ing to a variable (i.e. points corresponding to xn).
Thus, there are n− 1 variable-blocker points in to-
tal. Thus, now there are a total of v points on the
variable-line. Introduce blockers on the blocking-
line so that no clause-point sees any of the variable-
blocker points.

(g) Perturb the points on the variable-line
slightly so that for each such point, the correspond-
ing blocking vertex blocking it from a point on the
clause-line, blocks only a single pair of vertices.
Thus there are bn blockers in total used for the last
two steps.

(h) Add c more points to the clause-line, all to
the right of the clause-points, such that they see all
points not on the clause-line.

3.2 Properties of the constructed point set

We have the following lemmas based on the con-
struction.

Lemma 7 The construction of the point set can be
completed in polynomial time.

Proof. The points placed on lattice points have in-
teger coordinates. The length of these coordinates

are only O(log mn). The blockers are placed be-
tween the intersection of the blocking-line and the
line passing through two such points. So, the coor-
dinates of the blockers are also of length O(log n).
After a blocker is placed on the blocking-line, it can
coincide with some already placed blocker or block
one or more pairs of points which are required to
be visible. There are O(mn) blockers in total. So
there are only O(mn) such undesirable positions.
We first divide the variable-line into 4n intervals.
Each of these intervals we further divide into mn
intervals. Clearly, the coordinates of the endpoints
of the intervals are of length O(log mn). Each
of the perturbations can be achieved by assigning
these coordinates to the variable-points. Hence the
whole construction can be achived in O(mn log mn)
time. �

Now we study a related structure related to our con-
struction. Consider a partial grid Pg on the lines
y = 1, y = 0 and y = −1. We call these three lines
the top, middle and bottom horizontal lines of Pg.
The partial grid starts from the y-axis and lies on
the right side of it. The points of the top and bot-
tom horizontal lines of Pg are only allowed to have
nonnegative integer coordinates. For every point
with coordinates (x, y) in the top and bottom hori-
zontal lines of Pg, where x 6= 0, there must also be a
point with coordinates (x− 1, y) in Pg. The points
on the middle line of Pg are only allowed to have
coordinates of the form (x, y2 ), where x and y are
nonnegative integers. For every point on the mid-
dle line of Pg with coordinates (x

2 , 0), where x 6= 0,
there must also be a point with coordinates (x−1

2 , 0).
Suppose Pg has p points on y = 1 and q points on
y = −1. Then we have the following lemma.

Lemma 8 A total of p+q−1 points of Pg on y = 0
are necessary and sufficient to block all points of Pg

on y = 1 from all points of Pg on y = −1.

Proof. Consider points on the top and bottom
lines on Pg having coordinates (x1, 1) and (x2,−1)
respectively. The point of intersection of the middle
line and the line segment joining these two points
is (x1+x2

2 , 0). Since x1 + x2 ≤ p + q, this point is
already in Pg (Figure 5). Now let (x3, 0) be the co-
ordinates of a point of Pg on the middle line and
wlog let p ≥ q. This point blocks the points of Pg

with coordinates (2x3, 1) and (0,−1). �

Lemma 9 In our construction for the reduction,
no clause-point can see any extra-point.

Proof. The clause-points, extra-points, and the
blockers on lattice points of the blocking-line in-
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duce a partial grid. By Lemma 8, no clause-point
can see any extra-point. �

Lemma 10 Pc can be K5-partitioned if and only if
θ has a satisfying assignment.

Proof. Suppose ξ is a K5 partition of Pc. By
Lemma 9, no clause-point can see any extra-point.
So, a clause-point can see only its adjacent clause-
points, all the blocking-points, and two variable-
points for each of the variables that occur in its
clause. Suppose that a clause-point is a part of a
K5. In the formula θ, no consecutive clauses have
the same variables. So, its two adjacent clause-
points see neither each other, nor any of the variable
points corresponding to the clause-point. Hence,
the K5 can contain only (a) the clause-point, (b)
only two of the variable-points corresponding to
the same literal, since all the variable points are
collinear and the points corresponding to each vari-
able are separated by a variable-blocker point, and
(c) only two blocking-points, since all the blocking-
points are collinear.

Given such a K5-partition of Pc, the correspond-
ing satisfying assignment of θ can be constructed
as follows. If some clause-point for Ci takes the
variable-points for xj in its K5, then assign 1 to xj .
If x̄j does not occur in θ then we are done for Ci.
Otherwise, since θ is an instance of 3-occurrence
SAT, x̄j can occur in at most two clauses. But by
construction of Pc, a variable-point from each of the
pairs of variable-points representing the occurrences
of x̄j , will coincide with the one of the variable-
points representing xj that the clause-point of Ci

took. So, no clause-point can include variable-
points representing x̄i in their K5. An analogus
reasoning holds if the clause-point for some Ci takes
the variable-point for x̄i. Hence there is no con-
flict in assigning truth values to variables using the
method described above.

Now we prove the other direction of the lemma.
Consider a satisfying assignment of θ. In Pc, start
with the clause-point of C1. The corresponding
K5 will contain the clause-point, the two leftmost
points on the blocking-line, and the variable-points
corresponding to a literal that is assigned 1 in
C1 ∈ θ. Similarly, for Ci, use the (2i − 1)th and
2ith leftmost points on the blocking-line, and the
variable-points corresponding to a literal that is as-
signed 1 in Ci ∈ θ. Now each clause-point is in its
respective K5.

Now there are v− 2m and b+ bn− 2m remaining
points on the variable-line and blocking-line respec-
tively. Form a K5 for each of the remaining points
on the variable-line with two consecutive points on

the blocking-line and clause-line, always choosing
the leftmost points available. After this is done,
b+bn−2m−2(v−2m) and c−2m−2(v−2m) points
remain available on the blocking-line and clause-
line respectively. Form a K5 each for the points on
the extra-line, with two consecutive available points
each from the blocking-line and clause-line. Due to
the values of c, e, b, and bn, all the points of Pc are
exhausted. �

Theorem 11 For all k ≥ 5, the Kk-partition prob-
lem for point sets on the plane is NP-hard.

Proof. For k = 5 we have Lemma 10. Suppose
that K is a greater odd number 5 + 2x, then for
a given instance of 3-occurrence SAT, first produce
Pc for K5-partition. Let Pc have 5y points. Parallel
to the clause-line and above it, draw x lines of 2y
points each, such that each new point is visible from
every other new point and all points of Pc.

Now consider the other case where K is any
greater even number 5+2x−1. First we discuss the
case where k = 6. We assign new values to b, c and
e. Let b = bn, c = 2bn − v and e = 2bn −m. Mod-
ify the construction for k = 5 by intially placing
b points on the blocking-line, each a unit distance
apart. Observe that, due to the above placement,
a clause-point is visible from an extra-point if and
only if the parity of their x-coordinates is different.
So, since no clause-point sees to consecutive points
on the extra-line, a clause-point can be placed into
the same K6 with only one extra-point. Also, this
makes b = bm+e

2 c. We ensure that the parity of
e and m are the same, so the above relation be-
comes b = m+e

2 . As before, whenever possible, we
choose the leftmost free points. Also, as before,
this K6 can contain only two blocking-points and
variable-points each. After all the clause-points are
exhausted thus, the number of available points on
the variable-line, blocking-line and extra-line, are
v − 2m, b + bn − 2m and e − m respectively. Af-
ter this, we place the remaining variable-points into
copies of K6, using two blocking-points, two extra-
points and one new point from the clause-line. So,
now the number of available points on the clause-
line, blocking-line and extra-line, are c− (v − 2m),
b + bn − 2m − 2(v − 2m) and e − m − 2(v − 2m)
respectively. We take two points each from these
three lines and form copies of K6. This is possible
due to the new values of b, c and e.

If k is any greater even number 5 + 2x− 1 = 6 +
2x−2, add x−1 new lines as in the case before. �
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4 Concluding Remarks

We have solved the problem of partitioning point
sets into a set of polygons whose sizes are given, and
proved analogous results for their visibility graphs.
For clique partitions, when the sizes of given cliques
are at least 5, we have shown the problem to be NP-
hard. Our triangle-partition method indeed gives
the solution a clique partition into triangles, but
the result for k ≥ 4 remains unknown. The related
problem of partitioning a point set into convex poly-
gons also remains unsolved.
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Counting Convex k-gons in an Arrangement of Line Segments

Martin Fink∗ Neeraj Kumar∗ Subhash Suri∗

Abstract

Let A(S) be the arrangement formed by a set of n
line segments S in the plane. A subset of arrangement
vertices p1, p2, . . . , pk is called a convex k-gon of A(S)
if (p1, p2, . . . , pk) forms a convex polygon and each of
its sides, namely, (pi, pi+1) is part of an input segment.
We want to count the number of distinct convex k-gons
in the arrangement A(S), of which there can be Θ(nk)
in the worst-case. We present an O(n log n+mn) time
algorithm, for any fixed constant k, where m is the
number of pairwise segment intersections. We can also
report all the convex k-gons in time O(n log n+mn+|K|),
where K is the output set. We also prove that the k-gon
counting problem is 3SUM-hard for k = 3 and k = 4.

1 Introduction

We consider the problem of counting, and enumerating,
all convex k-gons formed by the arrangement A(S) of a
set S of n line segments in the plane. A set of vertices
p1, p2, . . . , pk of the arrangement A(S) is called a convex
k-gon if (p1, p2, . . . , pk) forms a convex polygon and
each of its sides (p1, p2), (p2, p3), . . . , (pk−1, pk), (pk, p1)
is part of an input segment. We note that such a k-gon is
not necessarily a face of the arrangement, and in general
there can be Θ(nk) convex k-gons, for any fixed k. We
are interested in the problem of counting these k-gons.
That is, given a set of n line segments in the plane, how
many convex k-gons exist in their arrangement?

Surprisingly, this natural-sounding problem appears
not to have been explored in computational geometry.
We are motivated by an application in computer vision
where the case of counting, and enumerating, convex
quadrilaterals arises. Specifically, the arrangement is the
camera image representing linear boundaries of objects
in the scene, and the goal is to estimate (the counting
problem) the number of “rectangular” objects in the
input scene, which may represent important features
such as desks, door frames, walls etc. Due to the per-
spective transformation, the rectangles in the scene map
to convex quadrilaterals in the image.

The computational problem then becomes the fol-
lowing: can we find all convex quadrilaterals in the
n-segment arrangement in better than the naive O(n4)

∗Department of Computer Science, University of California,
Santa Barbara, {fink|neeraj|suri}@cs.ucsb.edu

time? Counting convex k-gons is a natural generaliza-
tion of this problem. We call this the k-gon reporting
problem, which leads to a natural counting version of
the problem, where we are just interested in counting
the number of k-gons formed by the segments. Un-
like the segment intersection problem [2, 3], in which
the maximum number of intersecting line segments is
O(n2), the number of combinatorially distinct k-gons
in an n-segment arrangement can be Ω(nk). See Fig. 1.
Therefore, it is desirable to be able to count the k-gons
in time much faster than the number of combinatorially
distinct k-gons.

Figure 1: An arrangement of n segments with Ω(nk)
convex k-gons. Each of the k = 5 groups contains bnk c
segments.

Our Contribution. We present a sweep-line algorithm
for counting the number of k-gons in worst-case time
O(n log n+mn), using O(n2) space, for any constant k,
where m is the number of pairwise segment intersections.
The algorithm works for non-constant values of k as well,
but in that case takes O(n log n+mn2) time and O(n3)
space. In either case, the running time is independent
of k.

By maintaining additional information during the
counting algorithm, we can also recover all the k-gons,
in worst-case time O(n log n + mn + |K|) time, using
O(mn+ n2) space, where K is the output.

Finally, we show that counting the number of triangles
and the number of quadrilaterals are both 3SUM-hard,
suggesting that a running time significantly better than
O(n2) is unlikely.
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Related Work. The problem of counting convex k-gons
in a set of n points has been considered by several re-
searchers [9, 8, 7]. The algorithm in [9] achieves a running
time of O(nk−2), which was then improved to O(ndk/2e)
in [8]. This bound was improved significantly to O(n3)
by Mitchell et al. [7] using dynamic programming. In
[4], Eppstein et al. study the related problem of finding
minimum area k-gons for point sets.

Some results are also known for the restricted problem
of counting faces in line arrangements. For instance,
every arrangement of lines (or pseudolines) in the plane
results in Ω(n) triangular faces [5].

Another related problem is one of counting and report-
ing simple cycles of given length in a graph. In general,
the time bound for counting the cycles is exponential in
k [1], however for k ≤ 7 the problem can be solved in
O(n2.376) time. These cycle counting results in graphs,
however, do not solve our k-gon problem because of the
convexity constraint. Indeed, an arrangement A(S) of
segments can be easily viewed as a graph, whose vertices
are the segments and whose edges correspond to pairs
of intersecting segments. However, cycles in this graph
are not necessarily convex polygons. An exception is the
case of triangles which are always convex: every 3-cycle
correspond to a triangle in the segment arrangement,
but only for non-degenerate input, namely, no three
segments intersecting in a common point.

2 Counting Convex k-gons

Let P be a convex k-gon in the arrangementA(S) formed
by the n line segments of S.1 Let L be a vertical line
intersecting P . Since P is convex, L can only intersect
two sides of P . The span of P with respect to L is
the (ordered) pair of segments of P that intersect L.
Although the number of k-gons can be exponential in k,
the number of distinct spans is only quadratic.

Observation 1 There are O(n2) distinct spans among
all k-gons of A(S) with respect to a vertical line L.

In other words, Observation 1 tells us that although
there could be Ω(nk) k-gons, at a given vertical line
L, all k-gons intersecting L can be assigned to one of
the O(n2) distinct segment pairs. This suggests the
existence of a natural sweep line based approach for
the counting problem. The key idea is to keep track of
convex open polygons with up to k sides as we sweep a
vertical line L across the arrangement. When sweeping
over an intersection, some open polygons may become
closed k-gons, which we must count, while other open
polygons can be extended using the intersection vertex,
and new open polygons start growing at the intersection.
We start by fixing some notation.

1For the rest of the paper, we drop the qualifier “convex” and
simply refer to P as a k-gon.

a

b

L

Figure 2: Open 5-gons: Σ(a, b, 5) at a given sweep line
L; two members of the set are shown by dotted lines.

Notation. Observe that when we are sweeping a verti-
cal line L across the arrangement, at a given x-coordinate
xL, we may have come across two types of potential k-
gons:

• Closed k-gons: these are the k-gons all of whose
sides are to the left of the line L.

• Open j-gons: these are j-gons, for j ≤ k, whose j
sides lie (partially or fully) to the left of L. More
precisely, L intersects the two open sides of these
convex polygons and their remaining j − 2 sides are
to the left of L. See Fig. 2.

Observe that open j-gons are only potential candidates
for closed k-gons; not all of them necessarily become
k-gons.

At an x-coordinate xL, we can now represent an open
j-gon P by the triplet (a, b, j), where a and b are the
segments forming the top and bottom sides of P at xL
and j is the number of sides we have seen so far. Note
that 2 ≤ j ≤ k and this includes the sides of P formed
by the segments a and b. The triplet (a, b, j) succinctly
combines all open j-gons for which a and b are the open
sides intersecting the line L; we let Σ(a, b, j) denote
the set of these open j-gons, and we let σ(a, b, j) =
|Σ(a, b, j)|.

2.1 Algorithm

Our algorithm moves a sweep line L across the arrange-
ment A(S) with the segment intersections as key event
points. For the sake of simplicity, we assume no degenera-
cies for now, that is, every intersection involves exactly
two line segments of S. (We will show how to handle
degenerate cases later in this section.) We maintain an
array of counters σ(a, b, j) which keep track of all open
j-gons whose span is (a, b) on line L, for all 2 ≤ j ≤ k.
A global counter keeps track of all the closed k-gons
that have been encountered already. In the following,
we explain these steps in detail.
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a

b

pi

c

d

L

Figure 3: After the intersection of a and b, the sweep
line L gets new open polygons for Σ(b, a, 2), Σ(c, b, j+1),
and Σ(a, d, j+ 1) shown in dash dotted; parent polygons
in Σ(c, a, j) and Σ(b, d, j) are still active.

1. Set count = 0 and σ(a, b, j) = 0 for all segments
a, b and 2 ≤ j ≤ k.

2. Compute all m intersections of the n line segments
using [2] and order them from left to right.

3. Process the intersections one by one from left to
right, moving the sweep line L accordingly.

When L contains the intersection of segments a and
b (where to the left of L, a is above b), we perform
the following updates. See Fig. 3.

(a) Open k-gons of Σ(a, b, k) become closed k-gons.
We update the count:

count += σ(a, b, k)

(b) An open 2-gon of b and a begins at this inter-
section. We initialize the count:

σ(b, a, 2) = 1

(c) For all 2 ≤ j < k, each open j-gon with a
as the lower side can be extended to an open
j + 1-gon with b as the lower side. Let S′L be
the set of segments intersecting sweep line L
above the intersection point (a, b). We update
the count:

∀c ∈ S′L σ(c, b, j + 1) += σ(c, a, j)

Similarly, for each 2 ≤ j < k, each open j-gon
with b as the upper side can be extended to an
open j + 1-gon with a as the upper side. Let
S′′L be the set of segments that intersect sweep
line L below the intersection point (a, b).

∀d ∈ S′′L σ(a, d, j + 1) += σ(b, d, j)

4. Return count .

Correctness. Let SL be the set of all segments that
intersect the sweep line L. Let AL be the set of all
possible spans for the k-gons intersecting L. That is,
AL = {(a, b) | a, b ∈ SL, a above b on L}. As the sweep
line moves from left to right we maintain the following
invariant:

count is the total number of closed k-gons
to the left of L; and σ(a, b, j) is the number
of open j-gons with span (a, b) on L, for all
(a, b) ∈ AL and 2 ≤ j ≤ k.

The invariant is trivially satisfied before processing
the first intersection. For the general case, after moving
the sweep line L over the intersection (a, b), the segments
a and b switch their vertical order. Therefore,

1. AL no longer includes the span (a, b).

2. count now includes the new k-gons that complete
at the intersection (Step 3a); these correspond to
the open k-gons counted by σ(a, b, k).

3. AL includes the new span (b, a). Right after the
crossing, the open 2-gon formed by b and a is the
only polygon with that span, covered by σ(b, a, 2) =
1.

4. Open polygons with span (c, b) ∈ AL can now also
use the vertex (a, b). Any such open j-gon (j ≤ k)
must consist of the new intersection and an open j−
1-gon with span (c, a) right before the intersection
(compare Step 3c).

5. Analogously, open polygons with span (a, d) ∈ AL

can now use vertex (a, b). Such a new open j-gon
(j ≤ k) consists of the new intersection and an open
j − 1-gon with span (b, d).

It is easy to see that the algorithm maintains the
invariant after processing each intersection. Hence, when
eventually the sweep line L is right of all intersections,
count is the total number of k-gons.

Analysis. Computing and storing all m intersections
takes O((n+m) log n) time and O(m+n) space [2]. Since
we perform O(n) updates for each of the m events, the
total running time for our algorithm is O(n log n+mn).
The total space requirement is O(n2) since we store
information for all pairs of segments that may intersect
the sweep line.

Handling Degenerate Cases. We now show how to
extend our algorithm so that it can also handle segment
arrangement with degeneracies, that is, with three or
more segments intersecting in a single point. (For parallel
segments, we do not need to do anything special). For
an intersection point pi of a set Si of more than two
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segments, we first update the number of closed k-gons
for every pair of segments in Si. For extending open
j-gons (2 ≤ j < k), we need to be a bit more careful.
Since we do not want degenerate k-gons, we should only
extend the j-gons which we have seen before the current
intersection. More precisely, we compute the updates for
every pair of segments in Si, and apply them collectively.
One way to achieve this is to process the updates in Step
3(b) and 3(c) in decreasing order of j as follows:

• For j in k − 1 down to 3 perform updates in Step
3(c) for every segment pair in Si.

• Perform updates in Step 3(b) for every segment pair
in Si.

Observe that these modifications do not affect the over-
all runtime since m ∈ O(n2) is the number of pairwise
intersections.

3 Reporting Convex k-gons

We now turn to the problem of reporting all the k-gons
in an arrangement of n line segments. We solve this
problem by extending our algorithm for counting k-gons.
The key idea is to keep track of how the values σ(a, b, j)
are updated as we move the sweep line across the ar-
rangement, and to remember the values that contributed
to the total number. Recall that the total number of
k-gons formed by n segments can be Ω(nk). Therefore,
we would like the total running time to be linear in size
of the output. We start by describing a reporting graph
that will help us reconstruct all k-gons.

Reporting Graph. Our reporting graph is a labeled di-
rected acyclic graph G = (V,E,L). Its vertices represent
the sets of polygons Σ(a, b, j) and its edges keep track of
how these sets grow. The function L : E → N assigns a
label L(e) to each edge e ∈ E. The label is a timestamp
and represents the intersection at which the edge was
created.

To construct the digraph G, we extend the counting
algorithm from Section 2.1 as follows:

1. For every pair (a, b) of segments and 2 ≤ j ≤ k add
a vertex (a, b, j) to G.

2. Define Q = ∅ to be the set that keeps track of closed
k-gons grouped by their rightmost vertex.

3. Refer to step 3 of the counting algorithm. Suppose
the sweep line L is currently at the ith intersection
event (a, b). Recall that S′L and S′′L are respectively
the sets of segments that intersect L above and
below the intersection point (a, b). We modify the
reporting graph as follows; see Fig. 4 for an example.

(a) If σ(a, b, k) > 0, insert (a, b, k) to Q.

(b) For all values 2 ≤ j < k and each segment
c ∈ S′L with σ(c, a, j) > 0, create an edge(
(c, b, j + 1), (c, a, j)

)
.

(c) Similarly, for all 2 ≤ j < k and a segment
d ∈ S′′L with σ(b, d, j) > 0, create an edge(
(a, d, j + 1), (b, d, j)

)
.

Label each edge e created for this intersection event
with the timestamp L(e) = i.

The reporting graph G has the following properties.

• G hasO(n2) vertices andO(mn) edges. The vertices
of the form (a, b, k) have in-degree zero (sources)
and vertices of the form (a, b, 2) have out-degree
zero (sinks).

• An edge of G represent the extension of an open
j-gon into a j + 1-gon (2 ≤ j < k), with the inter-
section point (a, b) being the newly added corner.
As a result, we get two new sets of j + 1-gons: one
with b as the lower side and another with a as the
upper side.

• There is exactly one label on every edge since two
segments can only intersect once.

• Each complete k-gon corresponds to a path that
starts at a vertex in Q (a source in G) and ends
at a sink of G. Since G is acyclic, every such path
has exactly k − 2 edges. The intersection points
corresponding to these k − 2 edges along with the
two intersection points for the source and sink will
be the k vertices of the output k-gon.

Enumerating all k-gons. With the reporting graph G,
enumerating all k-gons seems pretty straightforward. We
can simply start at vertices in Q one by one and recur-
sively explore all distinct paths to sinks. However, there
is one small caveat. Since the segments may continue to
grow further after we close a k-gon, it is possible that
a vertex v of G gets an additional successor w′ after it
got a predecessor u; see Fig. 4. Observe that in such a
case, the path (u→ v → w′ → · · · ) does not correspond
to a valid k-gon since the corresponding vertices are not
ordered chronologically.

In order to fix this we can use the timestamps of the
edges: we only recurse using the edges whose timestamp
is smaller than that of the parent edge. Because of our
construction, we are guaranteed to find at least one such
edge. Moreover, since the edges are added in the order
of their timestamps, we can stop at the first edge for
which the timestamp is higher than the parent value.
This way we spend no extra time on objects that are
not a member of our output set. Consequently, we get a
running time of O(n log n+mn) for constructing the G,
and O(|K|) time for reporting the k-gons that form our
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(a) Arrangement of five line segments. Numbers 1
through 7 indicate intersections from left to right
events. The two valid 4-gons formed by the segments
are shown by red and blue dotted lines.

(c, a, 2) (d, a, 2)

(b, a, 3)

(e, a, 4) (b, d, 4)

2 7

4 3

(b) Reporting graph. The edge shown as dash-dotted was added after
its predecessors and therefore does not contribute to a valid 4-gon. The
other two valid dotted paths to the sink (c, a, 2) represent the closed
4-gons with vertices (1, 2, 4, 6) and (1, 2, 3, 7).

Figure 4: An arrangement and the corresponding reporting graph.

output set K. Since G has O(n2) vertices and O(mn)
edges, the total space requirement is O(n2 +mn).

4 3SUM-Hardness

In this section, we show that counting the number of
triangles in an arrangement of straight-line segments is
at least as hard as the 3SUM problem. Since it is widely
believed that 3SUM cannot be solved in o(n2) time, this
also holds for the problem of counting triangles.

Theorem 1 Counting the number of triangles in an
arrangement of straight-line segments is 3SUM-hard.

Proof. We reduce the problem Point-on-3-Lines to
counting triangles. Gajentaan and Overmars showed
that Point-on-3-Lines is as hard as 3SUM [6]. In
Point-on-3-Lines one has to decide whether a given
arrangement of straight-lines contains a point in which
at least three lines intersect. It is easy to see that the
problem remains 3SUM-hard even if no pair of lines is
parallel. We transform such an arrangement of lines
(with no parallel pairs) to an arrangement of straight-
line segments by shortening all lines to segments. We
must ensure that all crossings of lines are preserved as
crossings of the corresponding segments. To this end,
we determine the bounding box of the line arrangement,
which is not hard to achieve in O(n log n) time.

Consider the resulting arrangement. Since it contains
all crossings, each triple of segments forms a triangle
unless either the three segments intersect in a single
point, or (ii) two of the segments are parallel—which
cannot happen since the input lines did not contain
parallel pairs. Therefore, the arrangement of segments
contains

(
n
3

)
triangles if and only if there is no point in

which three or more lines intersect.

We have seen that we can check the existence of a point
lying on at least three lines by counting the triangles in
the arrangement of segments. Furthermore, transform-
ing the instance and determining the number α needed
only constant time. Hence, an o(n2)-time algorithm for
counting triangles in segment arrangements implies an
o(n2)-time algorithm for Point-on-3-Lines. �

We can use almost the same 3SUM-hardness proof for
convex quadrilaterals rather than triangles. Observe that
any arrangement of four straight-lines (without parallel
pairs) forms exactly one quadrilateral face unless three
of the lines meet in a point. Hence, the number of
quadrilaterals is

(
n
4

)
if and only if there is no triple of

lines meeting in a point.

Theorem 2 Counting the number of convex quadrilater-
als in an arrangement of straight-line segments is 3SUM-
hard.

Unfortunately, for larger values of k, e.g., k = 5 the
hardness reduction does not seem easy to adjust. The
problem is that not every set of five straight lines forms
a 5-gon, even if they are in general position.

5 Conclusion

We introduced the problem of counting and reporting k-
gons in an arrangement of line segments, and presented
an O(n log n+mn) time algorithm for counting all the k-
gons, for any fixed constant k, where m is the number of
intersecting segment pairs. Our algorithm for reporting
all the k-gons runs in time O(n log n+mn+ |K|), where
K is the output set. We also prove that the k-gon
counting problem is 3SUM-hard for k = 3 and k = 4.
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A Fast 2-Approximation Algorithm for Guarding Orthogonal Terrains

Yangdi Lyu∗ Alper Üngör∗

Abstract

Terrain Guarding Problem(TGP), which is known to
be NP-complete, asks to find a smallest set of guard
locations on a terrain T such that every point on T
is visible by a guard. Here, we study this problem on
1.5D orthogonal terrains where the edges are bound to
be horizontal or vertical. We propose a 2-approximation
algorithm that runs in O(n logm) time, where n and m
are the sizes of input and output, respectively. This is
an improvement over the previous best algorithm, which
is a 2-approximation with O(n2) running time.

1 Introduction

Optimal placement of antennas, cameras, and light
sources on terrains is important for communication net-
work, security, and architectural design applications.
Even a consideration of the problem on 1.5D terrains
is useful whenever the domain is a highway, street, or
a hallway. Moreover, this simpler version plays a role
on the complexity analysis and algorithm design for the
guarding problem on higher dimensional terrains.

A 1.5D terrain T is an x-monotone polygonal chain
consists of n vertices vi ∈ R2, for i = 1, 2, . . . , n and
n − 1 edges ei = vivi+1 for i = 1, 2, . . . , n − 1. T is
called an orthogonal terrain if all its edges are either
horizontal or vertical, and there are no two consecutive
horizontal/vertical edges. For two vertices p, q ∈ T , we
say p is left of q, denoted as p < q, if p.x < q.x. The
vertices of T are indexed from left to right, so vi+1 ≮ vi.
For p, q ∈ T , p can see q if the line segment pq is never
strictly below the terrain T .

Given a terrain T , a guarding candidate set G ⊆ T
and a witness set W ⊆ T , terrain guarding prob-
lem TGP(G,W ) is to find the minimum guarding set
G∗ ⊆ G such that each point in W is seen by at
least one point in G∗. For orthogonal terrains, we re-
fer to this problem as OTGP. Here, we focus on solving
OTGP(V (T ), V (T )) where both the guarding candidate
set and the witness set are the vertices of the terrain,
i.e., G = W = V (T ).

∗Dept. of Computer & Info. Sci. & Eng., University of Florida,
{yangdi, ungor}@cise.ufl.edu

1.1 Related Work

The terrain guarding problem is closely related to the
well known Art Gallery Problem [12] of finding the min-
imum set of positions to guard a polygon. The first re-
sult was obtained by Chvátal: bn3 c guards are always
sufficient and sometimes necessary to guard a polygon
of n vertices. Art Gallery Problem was shown to be
NP-hard: on simple polygons [10], on simple orthogonal
polygons [13], and on monotone polygons [9]. Moreover,
it was shown to be APX-hard on simple polygons [3].

Terrain Guarding Problem for general 1.5D terrains
is shown to be NP-hard by a reduction from Planar
3sat [8]. Ben-Moshe et al. [1] gave the first O(1)-
approximation algorithm. Elbassioni et al. [4] gave an
improvement by showing that LP rounding results in
a 4-approximation for TGP(G,W ) if G ∩W = ∅ (a 5-
approximation otherwise). A local search based PTAS
is also proposed for TGP [5, 6].

For orthogonal terrains, Katz and Roisman [7] gave a
2-approximation algorithm that runs in O(n2) time, by
computing a minimum clique cover in chordal graphs.
Recently, Durocher et al. [2] and Mehrabi [14] stud-
ied the orthogonal terrain guarding problem under di-
rected visibility where two vertices u, v are considered
to see each other only if the interior of the segment uv
is strictly above the terrain. Under this restricted def-
inition, no reflex vertex of the input terrain T can see
convex vertices both on its left and right side. This
property simplifies the problem, and leads to a linear
time greedy exact algorithm. Under standard visibility,
Durocher et al. [2] also observed that the hardness result
for TGP in [8] does not apply for orthogonal terrains,
leaving the complexity of OTGP open.

1.2 Our Contribution

The local search based PTAS can be used for approxi-
mation of orthogonal terrain guarding problem, but the
running time makes it cumbersome for practical use.
It takes nO(α/ε2) time to achieve O(1 + ε) approxima-
tion, where α is a suitably large constant [6]. Katz and
Roisman [7] subdivided the orthogonal terrain guarding
problem into two sub-problems and reduce each problem
to the problem of computing a minimum clique cover
in chordal graphs, where computing the chordal graph
takes O(n2) time. Our algorithm borrows the idea of
subdividing the problem into two problems, but avoids

161



28th Canadian Conference on Computational Geometry, 2016

computing the chordal graph to reduce the running time
and achieve the same approximation factor.

2 Preliminaries

An input terrain is standard if it begins and ends with
vertical edges.

2.1 Standardization

In this section, we will show how to transform an input
terrain which begins and ends with horizontal edges to
a standard terrain. For other terrains, it is similar.

First we extend the terrain by adding two edges. Let
the leftmost vertex be u, and the rightmost vertex be v.
We add two vertical edges uu′ and vv′ with infinitesimal
length to both of them. Each newly added vertex is the
upper endpoint of its new edge. Let the extended terrain
be T ′. We have V (T ′) = V (T ) ∪ {u′, v′}.
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Figure 1: (a) the vertex next to v is a convex vertex (p).
(b) the vertex next to v is a reflex vertex (w). If v′ is a
guard, we can replace v′ with w.

Lemma 1 The cardinality of the optimal solution for
OTGP(V (T ), V (T )) is the same as the cardinality of
the optimal solution for OTGP(V (T ′), V (T ′)), and we
can easily transform from the solution of the latter to
the solution of the former.

Proof. Let G be an optimal solution for
OTGP(V (T ), V (T )), G′ be an optimal solution
for OTGP(V (T ′), V (T ′)). Suppose g ∈ G can see u, g
can also see u′, so u′ is seen by G. Similarly, v′ is also
seen by G. G ⊆ V (T ) ⊂ V (T ′), we have G is a solution
for OTGP(V (T ′), V (T ′)). |G′| 6 |G|.

If neither of u′ and v′ is in G′, then G′ ⊆
V (T ) and G′ can see V (T ), so G′ is a solution for
OTGP(V (T ), V (T )). |G| 6 |G′|. If v′ ∈ G′, there are
two cases depending on the vertex next to v. If the ver-
tex next to v is a left convex vertex as in Figure 1a. v′

can only see p, w and v, so we can replace v′ with w.
It is easy to see that w is not in G′, otherwise we get a
better solution than G′ for OTGP(V (T ′), V (T ′)), it is a
contradiction. Similarly we can find a replacement for
v′ when the vertex next to v is a reflex vertex, see Fig-
ure 1b. We can also find a replacement for u′ if u′ ∈ G′
symmetrically . Suppose we get an optimal solution G′′

for OTGP(V (T ′), V (T ′)) after replacements. It is easy
to see that G′′ ⊆ V (T ) and G′′ can see V (T ), so G′′ is
an solution for OTGP(V (T ), V (T )). |G| 6 |G′′| = |G′|.

Thus we have |G| = |G′|, and we have also shown how
to transform from G′ to G.

�

From now on, we will assume that the input terrain
is standard.

2.2 Definitions

V (T ) is split into two disjoint subsets as reflex vertices
Vr(T ) and convex vertices Vc(T ). Walking along the
orthogonal terrain T from left to right, a vertex v is
convex(reflex) if we turn left(right) at v. Each subset is
further split into two subsets depending on whether a
vertex is on the left or on the right side of its incident
horizontal edge. Specifically, walking along T from left
to right, a vertex v is left(right) if we walk from a verti-
cal(horizontal) edge to a horizontal(vertical) edge at v.
So, V (T ) is split into four disjoint subsets: left reflex
vertices Vlr(T ), right reflex vertices Vrr(T ), left convex
vertices Vlc(T ), and right convex vertices Vrc(T ), see
Figure 2. The first and the last vertices of T can also be
labelled simply by considering dummy horizontal edges
incident to them.

For each v ∈ Vc(T ), upper vertex of v, U(v) ∈ Vr(T )
is the reflex vertex that shares a common vertical edge
with v, see Figure 2. As T begins and ends with vertical
edges, U(v) for each convex vertex v is well defined.

For each v ∈ Vlc(T ), right horizon of v, R(v) ∈ Vr(T )
is the rightmost reflex vertex that can see v, see Figure 2.
This definition is similar to that of R(v) by Durocher et
al. [2] except that a left convex vertex cannot be seen
by right reflex vertices under directed visibility but it
can be seen by them under standard visibility.
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Figure 2: Vlc(T ) = {v2, v4, v10, v12}, Vrc(T ) = {v5, v7},
Vlr(T ) = {v6, v8}, Vrr(T ) = {v1, v3, v9, v11}

The following definition adopted from Hurtado et al.
[11] will be key part of the sweepline algorithm pre-
sented in the next section that sweeps the terrain from
right to left.

Definition 1 [11] Given a reflex vertex pi and a vertex
vk ∈ T , the ray with origin pi and vector −−→pivk is called
a shadow ray if: (i) pi sees vk; (ii) pi does not see the
points of T immediately to the left of vk.
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For each shadow ray −−→pivk, vk is called the obstacle of
pi, obs(pi). By definition, there may be multiple shadow
rays for each vertex p, corresponding to different obsta-
cles. Our sweepline algorithm relies on the following
definition to identify a unique shadow ray (and its ob-
stacle). The shadow ray of p with respect to the sweep
line at event w, srw(p), is defined as the highest shadow
ray of p whose obstacle is to the right of the sweep line
at event w, see Figure 3. In the following sections, a
shadow ray of p refers to the shadow ray of p with re-
spect to the current sweep line. If two shadow rays,−→pu and −→qv, intersect and the intersection is not p or q,
we define this intersection as an interior intersection of
these two shadow rays. In our algorithm, lower envelope
of shadow rays is maintained to extract some essential
visibility information efficiently.
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Figure 3: The shadow rays of a, b and c with respect to
sweep line w. Obstacles are denoted by empty circles.

2.3 Properties of Orthogonal Terrains

The following claim called the order claim was proved by
Ben-Moshe et al. [1], and holds in 1.5D general terrains.

Lemma 2 [1] Let p < q < r < s be four points on
terrain T . If p sees r, and q sees s, then p sees s.

The following claims were proved by Katz and Roisman
[7] for orthogonal terrains.

Lemma 3 [7] Let T be an orthogonal terrain and v ∈
Vlc(T ). If a point p in T can see v, then p ≮ v.

Lemma 4 [7] If a set G of points on orthogonal terrain
T guards a subset V ′ ⊆ Vc(T ), then there exists a subset
G′ ⊆ Vr(T ), such that G′ guards V ′ and |G′| 6 |G|.

Lemma 5 [7] If G ⊆ V (T ) guards all the convex ver-
tices of an orthogonal terrain T (i.e., G guards the set
Vc(T )), then G guards all the vertices of T .

3 Approximation Algorithm

Given an orthogonal terrain T , our algorithm computes
a subset of V (T ) that can guard all vertices of T , and we
prove that the output of our algorithm is at most twice
the size of the optimal solution for OTGP(V (T ), V (T )).

By Lemmas 4 and 5, our problem can be reduced to
OTGP(Vr(T ), Vc(T )) [7]. Let G∗ ⊆ Vr(T ) be an op-
timal solution for OTGP(Vr(T ), Vc(T )), G∗ can guard
all convex vertices. So, of course, G∗ can guard all left
convex vertices, i.e., G∗ has at least the same size as the
optimal solution for OTGP(Vr(T ), Vlc(T )). The same is
true for Vrc(T ), the right convex vertices.

Our algorithm first computes the optimal solutions
for OTGP(Vr(T ), Vlc(T )) and OTGP(Vr(T ), Vrc(T )),
then take the union of these two sets. Our solution
can guard all convex vertices, and has the size at most
twice as G∗, which means it is a 2-approximation.

In the following sections, we will present a sweep
line algorithm that computes the optimal solution for
OTGP(Vr(T ), Vlc(T )). The right convex vertices part
is symmetric.

3.1 Data Structures

Our algorithm sweeps the terrain from right to left and
puts each left convex vertex u into an associated list of a
unique reflex vertex v, called L(v). When the algorithm
terminates, the set of all vertices with non-empty asso-
ciated lists forms the solution, with each reflex vertex
responsible to guard all left convex vertices in its asso-
ciated list. In addition to the associated lists, following
data structures are used:

(1) A modified stack MS to store a set of all reflex
vertices each with a non-empty associated list that can
potentially guard more left convex vertices beyond the
sweep line. In addition to the standard stack opera-
tions (Top, Pop, Push), this modified data structure
also supports deletion from any place in the stack given
a pointer to that element. Along with each vertex in
MS, we also dynamically maintain its obstacle which
defines the unique shadow ray with respect to the cur-
rent sweep line.

(2) A heap, H, to maintain the interior intersections
of shadow rays of vertices adjacent in MS.

(3) An event queue EQ that consists of two com-
ponents, a list EQT to keep all vertices of T , and a
pointer EQI for H. Next event is the rightmost ver-
tex/intersection from EQT and EQI . After handling an
event, we delete it from the corresponding component
of the queue.

(4) A standard stack, UHS, to store the upper chain
of the convex hull (upper hull for short) used for com-
puting right horizons R(v).

For each vertex v inMS, we keep two pointers for the
shadow ray intersections with its two neighbors. Point-
ers corresponding to missing neighbors/intersections are
set to null. Symmetrically, for each intersection in H,
we use two pointers to reach the origins of the corre-
sponding shadow rays in MS.
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3.2 Computing Right Horizons

To compute R(v), the rightmost vertex visible from a
left convex vertex v, we use the sweep line algorithm for
computing the upper hull of a point set.

Lemma 6 Let v be a left convex vertex. If v is the
rightmost vertex on terrain T , R(v) = U(v). Otherwise,
R(v) is the vertex right next to v on the upper hull of
all vertices to the right of v together with v.

Proof. If v is the rightmost vertex, it is easy to see
that U(v) is the rightmost reflex vertex that can see v,
i.e., R(v) = U(v). Otherwise, v is always on the upper
hull of the considered vertices since it is the leftmost
one. There must be some vertex to the right of v on
the upper hull, because the rightmost vertex is always
on the upper hull. Let p be the vertex next to v on the
upper hull, so vp is nowhere below the terrain, i.e., p can
see v. For any vertex q to the right of p, as a property
of upper hull, we have p higher than qv, which means q
cannot see v. So R(v) = p. �

With the upper hull of the swept vertices maintained
in UHS, R(v) of a vertex v on the sweep line can be
found in constant time. Since T is x-monotone, UHS
can be maintained in linear time in total over all events.

3.3 Sweep Line Algorithm

Our algorithm which sweeps the terrain from right to
left is depicted below. Handling of each event consists
of updates on the relevant data structures, described
below after Observation 1 which motivates the first step
in handling a right reflex vertex event.

Algorithm 1 Terrain–Sweeping

1: Initialize H, MS and all L(v) to be empty
2: Initialize EQ using T and H
3: while EQT 6= ∅ do
4: Let v be next event in E
5: if v ∈ V (T ) then
6: Update UHS
7: Handle the vertex v
8: else
9: Handle the intersection v

10: end if
11: end while
12: Return {g | L(g) 6= ∅}

Observation 1 A right reflex vertex can see at least
one left convex vertex which is right below it, and at
most two left convex vertices.

1. Left convex vertex v (Line 7):

(i) Repeatedly Pop(MS), until Top(MS) can see
v or Top(MS) is to the right of R(v).

(ii) If Top(MS) sees v, add v to L(Top(MS)).
Otherwise, Push R(v) to MS, add v to L(R(v)),

and set obs(R(v)) be v, see Figure 4a.
−−−→
R(v)v is

called a dummy shadow ray.

2. Right convex vertex v (Line 7): the only update
is to UHS (in Line 6), so nothing to be done in
Line 7.

3. Left reflex vertex v (Line 7):

(i) Repeatedly Pop(MS) until Top(MS) cannot
see v. Push back the last popped vertex that can
see v, and update its obstacle to be v, see Figure 4b.

(ii) Whenever deleting a vertex from MS, remove
its corresponding intersections fromH. For the ver-
tex that is pushed to MS, insert the shadow ray
intersection with its neighbor to H and set the cor-
responding pointers.

4. Right reflex vertex v (Line 7):

(i) Let u=Top(MS). Iteratively Pop(MS) if
Top(MS) is lower than v. If u is lower than v and
there is only one vertex p in L(u), delete p from
L(u), add p to L(v), and push v to MS, see Fig-
ure 4c. To correctly compute the intersections in-
troduced by the new vertex v inMS, we set obs(v)
one step ahead to be the vertex who shares the
same horizontal edge with v.

(ii) Delete all vertices inMS that can see v except
for the rightmost one.

(iii) Update intersections in H as in 3(ii).

5. Intersection v (Line 9):

(i) If intersection v is above terrain T , delete all
vertices fromMS, whose shadow rays are incident
in v, except for the rightmost one, see Figure 4d.

(ii) Update the intersections and pointers as in 3(ii)

3.4 Correctness

We say a stack satisfies left to right order if the vertices
in the stack from top to bottom are ordered from left
to right on the terrain. We say a stack satisfies lower
to higher order if the vertices in the stack from top to
bottom are ordered from lower to higher on the terrain.
If the stack satisfies both left to right order and lower
to higher order, we say the stack is in order.

Lemma 7 MS is always in order throughout Algo-
rithm 1. The slope of each shadow ray is never neg-
ative, i.e., for each vertex u in MS, obs(u) is never
higher than u.
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Figure 4: (a) v ∈ Vlc(T ): remove reflex vertices from
MS that are to the left of R(v) and cannot see v, and
add dummy shadow ray. (b) v ∈ Vlr(T ): remove all
vertices from MS that can see v except the rightmost
one. (c) v ∈ Vrr(T ): delete all vertices that are lower
than v. If L(d) contains only one vertex, push v. (d)
Intersection v: delete all vertices whose shadow rays are
incident in v except the rightmost one.

Proof. (By induction.) Initially, MS is empty. So the
base case is trivial. Suppose before sweeping to event v,
MS is in order and obs(u) is no higher than u for each
u in MS.

(1) If v is a left convex vertex, there are two cases.
(i) If there exists any vertex in MS that can see v, we
only pop vertices fromMS, so it is still in order. (ii) If
no vertex can see v, all vertices to the left of R(v) are
deleted, and R(v) is pushed into MS. So, the left to
right order is maintained. Next, we need to prove that
all remaining vertices in MS are no lower than R(v).
Suppose there exists such vertex u inMS that is lower
than R(v). Then a walk from R(v) to u on the terrain
must go down a right reflex vertex w that is higher than
u. It is easy to see that u cannot see any left convex
vertex between R(v) and w, so it must have been pushed
toMS before the sweep line reached w. However, when
the sweep line arrives at w, u is deleted from MS as it
is lower than w as case (4) shows. It is a contradiction.
So all the other vertices are higher than R(v). Also it is

easy to see that the slope of dummy shadow ray
−−−→
R(v)v

is positive.

(2) If v is a right convex vertex, the only operation is
updating the upper hull, MS remains the same.

(3) If v is a left reflex vertex, we delete some vertices
from MS and update the obstacle of a vertex p to be
v. As p can see v and v is a left reflex vertex, v is no
lower than p.

(4) If v is a right reflex vertex, as MS is in order
by induction, step 4(i) ensures all the vertices that are

lower than v are deleted. Then if we push v back to
MS, it is in order. Our newly introduced shadow ray is
horizontal and the remaining operations are deletions.

(5) If v is an intersection, we only delete some vertices
from MS.

Other than these events, MS will not change. So we
can conclude that MS is always in order and the slope
of each shadow ray is never negative. �

As a result of this lemma along with the definition of
shadow ray, we can see that the obstacles can only be
left reflex vertices except for the dummy shadow rays.

Lemma 8 For each vertex v in MS, v and obs(v)
correctly define srw(v) where w is the current event.
Shadow rays of vertices in MS have no pairwise inte-
rior intersections to the right of w, and are ordered from
lower to higher corresponding to the order of their ori-
gins in MS, with the lowest shadow ray corresponding
to Top(MS).

Proof. (By induction.) Initially, MS is empty, hence
the base case is trivial. Suppose before dealing with
event w the claim holds.

(1) w is a left convex vertex: The shadow rays remain
the same if the lowest shadow ray can see w. Otherwise,
the vertices lower than R(w) are deleted, and R(w) is
pushed into MS with obs(R(w)) = w. Let u be the
vertex next to Top(MS). By definition, srw(u) should
be no lower than R(w). u cannot see w as it is to the
right of R(w), i.e., srw(u) is higher than w. So, srw(u)

is higher than
−−−−→
R(w)w and no interior intersection is in-

troduced to the right of w. The lemma holds.
(2) w is a right convex vertex: The shadow rays re-

main the same.
(3) w is a left reflex vertex: It is the only place we

may need to update obstacles to keep the shadow rays
correct. As the shadow rays are in order from lower
to higher, all the vertices that can see w are near the
top of MS and are consecutive. So, our algorithm cor-
rectly finds all shadow rays that need to be updated.
We delete all of them except the highest shadow ray
which correspond to the rightmost vertex v inMS that
is visible from w, then update srw(v). Similar to the
arguments in case (1), srw(v) is lower than the shadow
rays of all vertices in MS.

(4) w is a right reflex vertex: The only place to push
a vertex toMS is the first step and it can only push w.
Suppose w is pushed intoMS. In the second step, if w
is higher than the shadow ray of p to its right in MS,
we will delete w from MS. Otherwise the shadow ray
of w is also lower than the shadow rays of all the other
vertices in MS.

(5) w is an intersection: Under the induction assump-
tion, the rightmost intersection appears between shadow
rays of adjacent vertices in MS. The way we maintain
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H ensures w as the rightmost intersection. All shadow
rays incident in w are deleted except one, so w disap-
pears. �

We say a point p ∈ Vr(T ) dominates point q ∈ Vr(T ),
if p can see every point v ∈ Vlc(T ) to the left of the
sweep line that is visible by q.

Lemma 9 All vertices deleted from MS are either
dominated by some vertex in MS at the end of cur-
rent iteration, or cannot see any left convex vertex to
the left of current sweep line.

Proof. Consider five types of event v:
(1) v is a left convex vertex: We prove that all deleted

vertices are dominated by the vertex whose associated
list contains v at the end of current iteration. Let this
vertex be p. AsMS is in order, any deleted vertex u is
to the left of p and to the right of v. Suppose u can see q
to the left of the sweep line. So we have q < v < u < p,
q can see u, and v can see p. According to Lemma 2, q
can see p; hence, p dominates u.

(2) v is a right convex vertex: No vertex is deleted.
(3) v is a left reflex vertex: Let p be the rightmost

vertex inMS that can see v. We prove that all deleted
vertices are dominated by p. Any deleted vertex u must
see v. Hence, v < u < p. Using a proof similar to case
(1) and Lemma 2, we conclude that p dominates u.

(4) v is a right reflex vertex: All vertices deleted in
the first step are lower than v, so they cannot see any
left convex vertex to the left of the sweep line. Similar
to case (3), all vertices deleted in the second step are
dominated by the rightmost one in MS that can see v.

(5) v is an intersection: We prove that all deleted ver-
tices are dominated by the rightmost vertex p in MS
whose shadow ray crosses v. As MS is in order, any
deleted vertex u is lower than and to the left of p. Sup-
pose u can see q to the left of the sweep line, i.e., q < v.
Segment qu is nowhere below the terrain T and inter-
sects segment vp in its interior. So qp is nowhere below
the terrain T , which means p can see q, see Figure 5. �
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Figure 5: intersection v: u is dominated by p.

Applying Lemma 9, we can get the following corollary.

Corollary 10 For any v ∈ Vlc(T ), if v is seen by some
vertex in MS before the sweep line reaches v, then v is

seen by some vertex in MS when the sweep line arrives
at v.

Let our solution be set G, so we have for each g ∈ G,
L(g) is not empty.

Lemma 11 For each left convex vertex v, there is a
unique g ∈ G such that v ∈ L(g).

Proof. Before the sweep reaches v, v is not added to the
list of any vertex. When the sweep line arrives at v, v is
added to some list L(u). After that, the only operation
that may change the list containing v is the first step
in handling a right reflex vertex. If L(u) contains some
vertex other than v, v will be in L(u) till the end of the
algorithm. If L(u) contains only v, when u is popped in
the first step of handling right reflex vertex w, v will be
deleted from L(u) and added to L(w), then it will never
change. In either case, when the algorithm terminates,
there is a unique g ∈ G such that v ∈ L(g). �

Optimality of G will be based on the following set
definition also appearing in [2]. Let F = {v|v is the first
left convex vertex in L(g), for each g ∈ G}. Observe
that the sizes of the sets of F and G are the same, i.e.,
|F | = |G|. Moreover, for any vertex v ∈ F , we know
that when the sweep line arrives at v, there is no vertex
inMS that can see v. A lemma similar to the following
is given in [2] except that their definition of visibility
allows only left reflex vertices to see left convex vertices,
stated as case 1 here.

Lemma 12 For any two vertices u, v ∈ F , there are no
reflex vertices that can see both of them.

Proof. To prove by contradiction, suppose w is a reflex
vertex that can see both u, v ∈ F . Without loss of
generality, let u < v, so we visit v first. Then we prove
that there exists some vertex in MS that can see u
before the sweep line reaches u.

Case 1: w is a left reflex vertex: We have u < v < w.
By definition of R(v), w 6 R(v). Using Lemma 2, R(v)
can see u. When we visit v, we add R(v) to MS.

Case 2: w is a right reflex vertex: w should be U(v).
It is easy to see that R(v) is Top(MS) when the sweep
line arrives at w. If R(v) is higher than U(v), R(v)u is
nowhere below the terrain T , R(v) can see u. Otherwise,
R(v) is popped in the first step as it is lower than w,
and w is pushed into MS as L(R(v)) contains only v.

In either case there exists some vertex inMS that can
see u before the sweep line reaches u. By Corollary 10,
there exists some vertex in MS when the sweep line
arrives at u, which contradicts that u ∈ F . �

Lemma 11 implies that the optimal solution of
OTGP(Vr(T ), Vlc(T )) has at least |F | reflex vertices.
Our solution can see all left convex vertices and has
size |G| = |F |. So we have the following result.
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Lemma 13 Algorithm 1 computes the optimal solution
for OTGP(Vr(T ), Vlc(T )).

Symmetrically we can compute the optimal solution for
OTGP(Vr(T ), Vrc(T )), leading to a 2-approximation al-
gorithm for the OTGP(V (T ), V (T )).

3.5 Running Time

Let k be the size ofMS, and t be the number of vertices
with non-empty lists outsideMS. It is easy to see that
the summation of k and t never decreases and eventually
it will be m, where m is the output size. As the number
of intersections of shadow rays of adjacent vertices in
MS is less than k, the size of H is O(m). Note that t
is increased by at least 1 when handling each intersec-
tion. Thus there are O(m) intersection events. Then
we analyse the running time associated with each data
structure.

(1) UHS. Maintenance of upper hull takes O(n) total
time.

(2)MS. The running time is proportional to the cost
of stack insertions and deletions. Each deleted vertex
when handling right reflex vertex v is lower than v and
all the other deleted vertices are dominated by some
vertex in MS by Lemma 9. So, the deleted vertices
cannot be inserted again in future iterations, i.e., there
are at most n insertions and n deletions. The total
running time is O(n).

(3) H and EQ. There are four cases. (i) Get the
next event. If the next event is from EQT , it takes
constant time and there are n such events, so it takes
O(n) time in total; if next event is from EQI , it takes
O(logm) time and there are O(m) intersections, so it
takes O(m logm) in total. (ii) Insert vertices into MS.
There are O(n) insertions and constant number of new
intersections with each insertion, so the time complexity
is O(n logm) in total. (iii) Delete vertices from MS.
Similar to case (ii). (iv) Update obstacles. We need to
update at most one obstacle at any left reflex vertex,
along with two deletions and one insertion with H. As
there are O(n) left reflex vertices, the total running time
is O(n logm).

Overall, the running time is O(n logm).
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An Iterative Refinement Scheme of Dominating Guards and Witnesses for
Art Gallery Problems

Eyüp Serdar Ayaz† Alper Üngör∗

Abstract

The art gallery problem asks to find a smallest set of
guards in a polygon such that every point in the polygon
is visible by a guard. This problem can be formulated
as an instance of the well-known set cover problem and
also its dual the hitting set problem. We present an iter-
ative refinement scheme based on this dual formulation.
Two of the main ingredients of this scheme are the wit-
ness sets and the dominating guard sets. Here, we ex-
tend some recent results and algorithms for computing
minimal witness sets to those for computing dominat-
ing guard sets. In particular, an O(n5) time algorithm
is presented for computing dominating guard sets.

1 Introduction

The Art Gallery Problem (AGP) is one of the best
known geometric algorithms problem with many appli-
cations, e.g., security, surveillance, sensor networks, and
architectural design. It was originally proposed by Klee
to Chvátal in 1973 as a challenge to find the point lo-
cations of a minimum number of guards such that each
point in the wall of an art gallery is seen by at least
one guard [13]. In general, however, the gallery in-
terior needs to be guarded too. Chvátal has proven
that bn/3c guards are always sufficient and occasionally
necessary on simple polygons with n vertices for the
generic version which also holds for the original prob-
lem [6]. Later Fisk has simplified the proof with an ele-
gant triangulation and 3-coloring scheme [10]. Both the
original [17] and the generic [18] versions of art gallery
problem are proven to be NP-hard. Note that it is not
known whether these problems are in NP or not, since
the guard positions are not known to be represented
polynomial length over the input size. It is clear that a
set of points that guards the interior of a polygon can
also guard its boundary, but the reverse proposition is
not true. In fact, the number of guards in the opti-
mum solution for these two version can differ. Over the
years, many different versions of the art gallery problem
have been studied, such as the terrain guarding, guard-
ing with mobile guards, and gallery domains with holes
or in high dimensions [19,21].

∗CISE Department, University of Florida, Gainesville
[ayaz,ungor]@cise.ufl.edu

There is strong similarity between the set cover prob-
lem (SCP), its dual the hitting set problem (HSP) and
AGP. We can reduce the art gallery problem to either of
them by defining the points in a polygon as the universal
set and the visibility polygons of those points as the col-
lection of sets in a set system. For discrete set systems,
while both the set cover and the hitting set problems are
NP-complete [15], they admit a greedy approximation
algorithm [7]. The discretization of the set system for
AGP is a viable method that can take advantage of the
approximation algorithms designed for SCP and HSP.
In fact, to the best of our knowledge, all known approx-
imation algorithms for the generic art gallery problem
are based on its formulation as SCP or HSP [12].

In the set cover problem formulation, instead of all
the sets given in a set system, we can consider only the
sets that are not proper subsets of other sets. Similarly,
in the hitting set problem formulation, considering to
hit only the sets that have no proper subset in the set
system is sufficient to hit all the sets. However, the
number of possible guards is uncountably many and so
is the number of their visibility polygons. Moreover,
checking the inclusion relation between two sets takes
Θ(min(n,m)) time where n and m are the number ele-
ments in the sets. Here, we exploit the geometric prop-
erties of visibility polygons of points in a simple polygon
to find the inclusion minimal and maximal of sets.

A witness set W of a polygon P is defined as a set
such that any set G that guards W also guards P [8].
The minimal witness sets correspond to inclusion min-
imal visibility sets for polygons. Chwa et al. [8] have
presented an algorithm that calculates a minimal wit-
ness set when a polygon admits witness sets with finitely
many points. Unfortunately, very few polygons have
witness sets consisting of finitely many points. Later, an
O(n4) algorithm is presented to find a (near)-minimal
witness set (of points, line segments and interior re-
gions) for a simple polygon [1].

In this paper, we formulate a dual version of the
witnessability concept based on the inclusion relations
of visibility sets called dominating guards. Previously
domination concept for visibility polygons have been
studied on discrete art gallery problems [2,20] (as dom-
inant regions and light atomic visibility polygons re-
spectively) and watchman tours [3, 5]. However, we are
not aware of any previous study on dominating guards
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where the possible guard positions are not limited to
be finite. Here we define the same concept on infinitely
many points and their corresponding visibility polygons.
We propose an algorithm to find a dominating guards
set in O(n5) time. Then, we use both witness sets and
dominating guard sets to define an iterative refinement
scheme for the art gallery problem.

The organization of the paper is as follows. In section
2, we review the witnessing concept and model the art
gallery problem. In section 3, we propose an algorithm
to find the dominating guards. In section 4, we extend
the dominating guard concepts with specified input. In
section 5, we outline our refinement scheme.

2 Preliminaries

The input for the art gallery problem is a simple polygon
P ⊂ R2 with n vertices. We assume that no three ver-
tices are co-linear for the sake of simplicity. Let int(P ),
and ∂P denote the interior and the boundary of P , re-
spectively. P = int(P ) ∪ ∂, so when we say a point
p is in P , that means p is either in int(P ) or on ∂P .
It is straight-forward to come up with an O(n)-time
algorithm to find an optimal solution for AGP on star-
shaped polygons, so we assume P is not star-shaped for
the rest of the paper. Two points p, q ∈ P see each
other if the whole line segment pq is in P . If a point p
in P sees a reflex vertex v of P and the ray −→pv continues
in P after hitting v then p sees past v. For an edge e
of P , the closure of the half-plane defined by ←→e on the
same side as P at the immediate neighborhood of e is
denoted as lc(e). For two points p, v ∈ P such that p
sees past v, the closure of the half-plane defined by ←→pv
on the same side as P at the immediate neighborhood
of v is denoted as lc(p, v).

The set of points in P that can be seen from a point
p ∈ P is called the visibility polygon of p, denoted as
V(p). The set of points that sees all the points in a
polygon is called the kernel of P . The set of points that
can see every point in V(p) is called the visibility kernel
of p denoted as VK(p) (See Figure 1). In fact VK(p)
is the kernel of V(p). Any point that sees p also sees
VK(p) [8].

Let p be a point on P . E(p) denotes the set of edges
of P of which p sees at least one interior point. R(p)
denotes the set of reflex vertices of P that are seen past
from p. Then, as proven by Chwa et al. [8] VK(p) can
be computed as the intersection of O(n) half-planes:

VK(p) =
⋂

v∈R(p)

lc(p, v) ∩
⋂

e∈E(p)

lc(e) (1)

2.1 Witness sets

A finite set of objects W ⊆ P is defined as a witness set
if, for any set of guards G in P , W ⊆ ⋃g∈G V(g) implies

p

Figure 1: V(p) is the dark and light shaded areas. VK(p)
is the dark shaded area. p sees past all the reflex vertices
in this case.

⋃
g∈G V(g) = P , i.e., if G guards W then G also guards

P .

Theorem 1 (Chwa et. al. [8]) A point set W is a
witness set for a polygon P if and only if

⋃
p∈W VK(p) =

P . Also the following statements are equivalent for
p, q ∈ P :
(i) p witnesses q; (ii) q ∈ VK(p); (iii) VK(q) ⊆ VK(p).

A witness set W for P is said to be minimal if there
exist no proper subset of W that witnesses P . If there
exists a minimal witness set for P , then P is a minimal-
izable polygon. Recently, a characterization of witness
sets for simple polygons is given in [1]. Their algorithm
finds a minimal witness sets for minimalizable poly-
gons. For polygons that are not minimalizable, their
algorithm finds a witness set called near-minimal wit-
ness set, that has a minimal component of points, line
segments and regions and non-minimal component of
infinitesimially small line segment incident to reflex ver-
tices, called ε-witnesses (See Figure 2).

Lemma 2 Let p, q be in P . Then we have:
(i) VK(p) = VK(q) iff V(p) = V(q)
(ii) VK(p) ⊂ VK(q) iff V(q) ⊂ V(p)

Proof. (i) ⇐: The kernels of V(p) and V(q) are equal
when V(p) and V(q) are equal.

⇒: p, q ∈ VK(p) = VK(q). Therefore any point that
sees p also sees q and any point that sees q also sees p.

(ii) ⇐: Since V(q) ⊂ V(p), any point that sees q
also sees p. Therefore p ∈ VK(q) which means VK(p) ⊆
VK(q). There exists a point in V(p)\V(q), so q /∈ VK(p),
but it has to be in VK(q).

⇒: p ∈ VK(p), so p ∈ VK(q), which means V(q) ⊆
V(p). If q ∈ VK(p), then VK(p) = VK(q), which is a
contradiction. So q /∈ VK(p). Then there exist a point
that sees p but not q. �
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v

Figure 2: Red points lines and regions indicate the wit-
nesses. (Left) polygon is not a minimalizable polygon.
It is necessary to include an infinitesimally small line
segment (ε-witness) next to the reflex vertex v. (Right)
polygon is a minimalizable polygon

Minimal witness sets are defined in terms of visibil-
ity kernels of witnesses or visibility polygons of guards
in [1, 8]. Using Lemma 2, we can formulate the (near)-
minimal witness sets using visibility polygons of wit-
nesses:

Lemma 3 W is a (near)-minimal witness set for P iff
we have the following properties:
(i) Let p, q be two distinct points in W . Then V(p) can-
not be a subset of V(q) unless p and q are on the same
ε-witness.
(ii) Let p be a point in P \W . Then ∃q ∈ W such that
V(q) ⊆ V(p).

Proof. ⇒: (i) Suppose V(p) ⊆ V(q). From Lemma
2, VK(q) ⊆ VK(p), which is a contradiction for the
minimality condition. (ii) Suppose @q ∈ W such that
V(q) ⊆ V(p). Then, from Lemma 2, we there @q ∈ W
such that p ∈ VK(q) which is a contradiction with The-
orem 1.
⇐: We need to prove that the witnessing condi-

tion,
⋃

p∈W VK(W ) = P and the minimality condition,
∀p, q ∈ W such that p, q are distinct points not on a
same ε-witness, we have p /∈ VK(q). The witnessing
condition is satisfied by (ii) and the minimality condi-
tion is satisfied by (i) using Lemma 2. �

2.2 AGP formulation as SCP and HSP

The art gallery problem can be defined with two pa-
rameters: AGP(X,Y ), where X,Y ⊆ P , X is the set
of possible guard locations and Y is the set of points
to be guarded [9]. AGP(P, P ) is the interior guarding
problem whereas AGP(P, ∂P ) is the wall guarding.

A pair (U,R) consisting of a universal set U , and a
collection of subsets R such that each element of R is
a subset of U is called a set system. Given a set system
(U,R) and a subset S ⊆ U , we define the operation
Ru S as {S ∩X|X ∈ R}.

Given a set system (U,R), a set cover is a subset C
of R where

⋃
x∈C x = U . Set cover problem, denoted

as SCP(U,R), is the quest for finding the cover with
minimum elements.

Given a set system (U,R), a hitting set is a subset H
of U such that for all S ∈ R, S ∩ H 6= ∅. Hitting set
problem, denoted as HSP(U,R), is the quest for finding
the hitting set with minimum elements.

Given a point set S ⊆ P , VS(S) represents the col-
lection of the visibility polygons of the points in S, i.e.,
VS(S) = {V(p)|p ∈ S}.

Then, AGP(X,Y ) can be formulated as instances of
SCP [9] or HSP [16]:

AGP(X,Y ) = SCP(Y,VS(X) u Y ) (2)

AGP(X,Y ) = HSP(X,VS(Y ) uX) (3)

Here, we have a nice symmetry of SCP and HSP, since
every point p in a polygon P has a correspoinding set,
V(p), consisting of fellow points in P . Moreover, visi-
bility is a reflexive relation, i.e., V(p) = V−1(p) where
V−1(p) denotes the set of points in P that sees p. There-
fore we can use the same function, VS(S), to find the
collection of sets corresponding to a subset of points
S ⊆ P for both SCP and HSP. For the generic version
of art gallery problem, AGP(P, P ), the universal set is
the same for both SCP and HSP and the cardinality
of the universal set is equal to the cardinality of the
number of subsets in the set system. Here, the dual for-
mulation with infinitely many points and sets enables
an iterative refinement for both X and Y .

V(p1)

V(p2) V(p3) V(p4)

V(p5) V(p6) V(p7)

V(p8)

Figure 3: A simple example for the partially ordered set
of visibility polygons where pi ∈ P and V(pi) → V(pj)
means V(pi) ⊂ V(pj) for 1 ≤ i, j ≤ 8. Inclusion minimal
sets are V(p2),V(p4),V(p7) and V(p8), corresponding to
the witness set {p2, p4, p7, p8}. Inclusion maximal sets
are V(p1) and V(p7), corresponding to the dominating
guard set {p1, p7}.

We exploit the geometric properties of piecewise lin-
ear models to calculate the inclusion minimal and in-
clusion maximal of the poset (VS(P ),⊆). The inclusion
maximal set of (VS(P ),⊆) corresponds to the dominat-
ing guard set and inclusion minimal set of (VS(Y ),⊆)
corresponds to the witness set. The Visibility polygon
of a point p in a witness set has no proper subset in
VS(P ) unless p is on an ε-witness. This is an important
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property while solving the HSP formulation of AGP,
since hitting the sets that are corresponding to witness
points is sufficient to hit all the sets.

3 Dominating guard sets

A dominating point is a point p ∈ P , where @q ∈ P
such that V(p) ⊂ V(q) and p 6= q. The dominating
guard set for P is the all dominating points in P , de-
noted as DG(P ). The poset (VS(P ),⊆) is defined on
the set of visibility polygons, hence there is a unique
inclusion maximal set for visibility polygons. But we
define DG(P ) using the points in P instead of their visi-
bility polygons which creates redundant elements when
two dominating points have identical visibility polygons.
To get rid of the redundant points in DG(P ), we de-
fine minimal dominating guard set (denoted as DG∗(P ))
as a set of points DG∗(P ) ⊆ DG(P ), such that for
all distinct elements p, q ∈ DG∗(P ), V(p) 6= V(q) and
VS(DG∗(P )) = VS(DG(P )).

Then we have the following property:

Lemma 4 Let p be a point in P \ DG∗(P ). Then ∃q ∈
DG∗(P ) such that V(p) ⊆ V(q).

Proof. If p ∈ DG(P ), then V(p) ∈ VS(DG(P )) =
VS(DG∗(P )).

If p /∈ DG(P ), then there exists an element p′ ∈ P
such that V(p) ⊂ V(p′). If p′ /∈ DG(P ), then there exists
an element p′′ ∈ P such that V(p′) ⊂ V(p′′). We can
iterate this until we reach an element in DG(P ), which
can be replaced with another element with an identical
visibility polygon in DG∗(P ). �

Using DG∗(P ) we can reduce the number of the sets
in SCP formulation, since any element p of a guard set
is either in DG∗(P ) or we can replace p with an element
of DG∗(P ) by Lemma 4.

3

p1 p2

p3

1v v2

v

Figure 4: Subdivision of a polygon P , A(P ). v1p3 is of
Type 1, v1p1 and v2p2 are of Type 2, v1v2 and v1p3 are
of Type 3.

We subdivide P into regions in order to calculate
DG∗(P ). The subdivision is created through an arrange-
ment consisting of three types of line segments:

1. Extensions of the edges at reflex vertices.

2. Extensions of line segments between two reflex ver-
tices that see each other.

3. The line segments between two reflex vertices that
see past each other.

We denote this subdivision as A(P ). We call the maxi-
mal contiguous regions that do not include line segments
of the subdivision and ∂P as cells of A(P ). The inter-
section points of the line segments among themselves
and with ∂P are called the vertices of A(P ) and the
open line segments between two vertices of A(P ) are
called the edges of A(P ). Note that there are at most
O(n4) vertices, edges and cells of A(P ). (See Figure 4).

Lemma 5 Let p and q be two points in the same cell
of A(P ). Then R(p) = R(q). Similarly, if p and q are
points on the same edge of A(P ) we have R(p) = R(q).

Proof. Let p and q are in the same cell. Suppose
R(p) 6= R(q). Without loss of generality, let r ∈ R(p)
and r /∈ R(q). Then either q does not see r or q does
not see past r: If q does not see r, then there exists a
reflex vertex that is seen past by r in the region between
the rays −→rp and −→rq. This puts p and q in different cells,
because there is a Type 2 line segment between them.
If q sees but does not see past r, then there is a Type 1
line segment between them. Contradiction. Same anal-
ysis can be made when p and q are on the same edge of
A(P ). �

Figure 5: Green indicates DG(P ) which is equal to
DG∗(P ) in both left and right polygons.

Lemma 6 A point p is a dominating point iff ∀q ∈
VK(p) we have V(p) = V(q).

Proof. ⇒: Suppose q ∈ VK(p) such that V(p) 6= V(q).
From Theorem 1, we have VK(q) ⊆ VK(p) which makes
V(p) ⊂ V(q) by Lemma 2. This is a contradiction from
the definition of a dominating point.
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⇐: Suppose p is not a dominating point. Then there
is a point q such that V(p) ⊂ V(q). It follows that
VK(q) ⊂ VK(p) from Lemma 2 and q ∈ VK(p) from
Theorem 1. This is a contradiction of the statement. �
Lemma 7 Let p be a dominating point in a non-star-
shaped polygon. Then one of the following statements is
correct:
(i) VK(p) = {p}.
(ii) Let q ∈ VK(p) and q 6= p. Then p and q are on a
type 3 line segment in A(P ). Moreover the endpoints
of that type 3 line segment are the only reflex vertices
either of them see past.

Proof. Let us assume that neither of the cases correct.
Then we have q ∈ VK(p) that is not on a line seg-
ment between two reflex vertices they see past. From
Lemma 6, we have V(p) = V(q), hence R(p) = R(q)
and VK(p) = VK(q). If R(p) = ∅, then p is in the ker-
nel of P which is not star-shaped, contradiction. Let
r ∈ R(p) that is not co-linear with p and q. Then either
p /∈ lc(p, r) or q /∈ lc(p, r) which causes a contradiction
from VK(p) = VK(q) and (1). �
Lemma 8 If a point in a cell of A(P ) is a dominating
point, all points in that cell are also dominating points.

Proof. Let p, q be two points in a cell. Let p be a dom-
inating point. From Lemma 7, VK(p) = {p}. Suppose
that q is not a dominating point. Then VK(q) 6= {q}.
From (1) and Lemma 5, we have {q} ⊂ ⋂v∈R(p) l

c(q, v)

and {p} =
⋂

v∈R(p) l
c(p, v). Let r1, r2 ∈ R(p) be the

vertices such that
⋂

v∈R(p) l
c(q, v) = lc(q, r1) ∩ lc(q, r2).

Then {p} ⊂ lc(p, r1) ∩ lc(p, r2), since otherwise p and
q will be in different sides of the Type 2 line seg-
ment induced by r1r2. Then there exists r3 ∈ R(p)
such that {p} = lc(p, r1) ∩ lc(p, r2) ∩ lc(p, r3). Then
{q} = lc(q, r1)∩lc(q, r2)∩lc(q, r3), since otherwise p and
q will be in different sides of the Type 2 line segment
induced by r1r3 or r2r3 which is a contradiction. �
Lemma 9 If a point on an edge of A(P ) is a dominat-
ing point, all points on that edge are also dominating
points.

Proof. Let p, q be two points on an edge of A(P ). Let
p be a dominating point. If VK(p) = {p} we can make
a similar analysis as the proof of Lemma 8.

Assume that VK(p) 6= {p}. Then from Lemma 7, p, q
on a Type 3 line segment and |R(p)| = 2. Let R(p) =
R(q) = {r1, r2}. From (1), we have VK(p) ⊆ r1r2.
Since p and q are on the same edge of A(P ), they see
the same edges of P of which extension can intersect
r1r2. Therefore VK(p) = VK(q) from (1). �

We first calculate A(P ) in O(n4) time using the algo-
rithm described in [4]. We can calculate the visibil-
ity polygon of a point in O(n) time using the algo-
rithm in [14]. Then, for each cell, we check whether

VK(p) = {p} for an arbitrary point in that cell. If so,
the whole cell is in DG∗(P ) by Lemma 8. The same test
can be made for type 1 and 2 line segments and ∂P . For
type 3 line segments, check whether a point p in the edge
VK(p) = {p} or VK(p) = r1r2 where R(p) = {r1, r2}. If
VK(p) = {p}, all points on the edge are in DG∗(P ). If
VK(p) = r1r2, then all points on the edge are in DG(P ),
but only an arbitrary point is in DG∗(P ). Since there
are O(n4) for each of them, the total time complexity of
calculating a minimal dominating guard set takes O(n5)
time.

4 Dominating guard sets for parametrized AGP

In the previous section, we find the minimal dominat-
ing guard set for AGP(P, P ). We can use the algorithm
given in [1] to find the (near-)minimal witness set W
which can further refine the dominating guard set (See
Figure 5 (left) and 6). Also we may be given another
problem AGP(X,Y ) where X or Y are subsets of P ,
such as AGP(P, ∂P ). Therefore, we have given a set of
possible guard and witness positions X, Y respectively
and we have another poset (VS(X)uY,⊆) to find the in-
clusion maximal. Let X and Y be a collection of points,
line segments and convex regions. Let us assume the
complexity of X and Y as m and k respectively.

For a set of points S, the set of points that are visible
from all points in S is called strong visibility set [11],
denoted as SV(S), i.e., SV(S) =

⋂
p∈S V(p). For a point

p ∈ P and sets X,Y ⊆ P , we denote SV(V(p)∩ Y )∩X
as SVV(p,X, Y ).

Corollary 10 Let us have two sets S1, S2 ⊆ P . If S1 ⊂
S2, then SV(S2) ⊆ SV(S1).

In Section 3, we check the hierarchy of the visibility
polygons in the poset (VS(P ),⊆) using the visibility
kernels. For a potential guard p, every point in V(p) is
necessarily to be guarded. So we get the kernel of V(p)
to find other points that sees every point p see. Here, we
need to cover only the points in V(p)∩Y . Therefore the
points that see all points in V(p)∩Y , which is the strong
visibility set of V(p) ∩ Y . So instead of the visibility
kernel of p we use SVV(p,X, Y ) which is equal to VK(p)
if X = Y = P . Now, we need to extend the subdivision
and the lemmas we have presented before.

Lemma 11 Let us have two sets X,Y1, Y2 ⊆ P such
that Y1 ⊆ Y2. For any point p ∈ X we have
SVV(p,X, Y2) ⊆ SVV(p,X, Y2).

Corollary 12 For any point p ∈ P and any set X ⊆ P
we have VK(p) ⊆ SVV(p, P,X).

A dominating point for AGP(X,Y ) is a point p ∈ P ,
where @q ∈ X such that V(p) ∩ Y ⊂ V(q) ∩ Y and
p 6= q. The dominating guard set for AGP(X,Y ) for
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Figure 6: Red indicates the near-minimal witness set
W . Green indicates DG(P, P,W ) on the left and
DG∗(P, P,W ) on the right.

P is a set of points D ⊆ X, such that each element
of D is a dominating point and D has all the domi-
nating points in X, denoted as DG(P,X, Y ). We de-
fine minimal dominating guard set for AGP(X,Y ) as a
set of points S ⊆ DG(P,X, Y ), such that for all dis-
tinct elements p, q ∈ S, V(p) ∩ Y 6= V(q) ∩ Y and
VS(S) = VS(DG(P,X, Y )). We denote a minimal dom-
inating guard set as DG∗(P,X, Y ).

Then we describe another subdivision of P into cells
that are atomic in terms of SVV(p,X, Y ). The subdi-
vision is created through an arrangement consisting of
two types of line segments:

1. For each vertex v of X and each reflex vertex r in
R(v), shoot a ray −→vr if −→vr hits Y after passing r
until it hits ∂P .

2. For each vertex v of Y and each reflex vertex r in
R(v), shoot a ray −→vr if −→vr hits X after passing r
until it hits ∂P .

3. For each pair of reflex vertices r1, r2 that see past
each other, shoot rays −−→r1r2 and −−→r2r1 if −−→r1r2 hits X
after passing r2 and −−→r2r1 hits Y after passing r1
until they hit ∂P .

We denote the subdivision as A(P,X, Y ). The cells,
vertices and edges of A(P,X, Y ) are defined similar to
those of A(P ) in Section 3. This time there are at most
O(n2(m + k)2) vertices, edges and cells of A(P,X, Y )
where m is the number of connected components in Y .

Lemma 13 A point p ∈ X is a dominating point
for AGP(X,Y ) iff ∀q ∈ SVV(p,X, Y ) we have
SVV(p,X, Y ) = SVV(q,X, Y ).

Lemma 14 If a point on an edge of A(P,X, Y ) is a
dominating point for AGP(X,Y ), all the points on that
edge are also dominating points for AGP(X,Y ). If a
point in a cell of A(P,X, Y ) is a dominating point, all
the points on that cell are also dominating points, i.e.,
cells and line segments are atomic in terms of dominat-
ing property.

We use a similar algorithm as the previous sec-
tion here where we analyze the inclusion relations of
SVV(p,X, Y ) instead of VK(p). We use the strong vis-
ibility algorithms described in [11].

5 The iterative refinement scheme

Here we present an iterative heuristic scheme for
AGP(P, P ). In the pseudocode depicted below, Lines 2
and 3 serves as an initial minimal witness set and mini-
mal dominating guard set so that an equivalent simpler
problem, AGP(G,W ), is considered. Then we try iter-
atively reducing the witness set W with respect to the
current dominating guard set G and reducing the dom-
inating guard set G with respect to the current witness
set W . At each iteration, we make a note of the witness
points that can be seen by only one point ep in the domi-
nating guard set. Those points in the dominating guard
set are essential to the solution, (i.e., any optimum so-
lution that does not include ep can be replaced by a
solution that has ep with the same number of points)
and hence they can be added to the guard set and the
visible points in W from ep can be removed from W .
An algorithm for computing Line 2 is presented in [1].
Section 3 and 4 present algorithms for computing Lines
3 and 7 respectively. An extension akin to the exten-
sion from Section 3 to 4 of the algorithm can be used
for Line 6.

AGP refinement

1: function Refinement(P )
2: W ← MinWitness(P, P )
3: G← DominatingGuards(P, P )
4: EG← ∅ // Essential guards
5: while G or W changing do
6: W ← MinWitness(P,G)
7: G← DominatingGuards(P,W )
8: Z ← {p ∈W ||V(p) ∩G| = 1}
9: EG← EG ∪ Z

10: W ←W \⋃p∈Z V(p)
11: end while
12: end function

As it stands the above refinement strategy is a heuris-
tic, it would be good to establish a strong upper bound
on the number of iterations. An analysis of the com-
plexity of evolving arrangements computed in Lines 6
and 7 will be crucial on establishing a time bound for
the iterative refinement scheme.
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Minimizing the Solid Angle Sum of Orthogonal Polyhedra and Guarding
them with π

2
-Edge Guards
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Abstract

We give a characterization for the orthogonal polyhe-
dron in R3 that minimizes the sum of its internal solid
angles, and prove that its minimum angle sum is (n−4)π
and their maximum angle sum is (3n−24)π. We gener-
alize to R3 the well-known result that in an orthogonal
polygon with n vertices, (n + 4)/2 of them are convex
and (n − 4)/2 of them are reflex. We define a vertex
of a polyhedron to be convex on the faces if it is con-
vex or straight in all the faces where it participates,
and to be reflex on the faces otherwise. If a polyhedron
with n vertices and genus g has k vertices of degree
greater than 3 (in its 1-skeleton), we prove that it has
(n+ 8−8g+ 3k)/2 vertices that are convex on the faces
and (n − 8 + 8g − 3k)/2 vertices that are reflex on the
faces. Finally, we prove that if the orthogonal polyhe-
dron has k4 vertices of degree 4, k6 vertices of degree 6,
genus g and hm holes on its faces, then we can guard it
using at most (11e − k4 − 3k6 − 12g − 24hm + 12)/72
π
2 -edge guards (i.e., having a visibility angle of π/2 to-
wards the interior of the polyhedron), improving the
bound given by Viglietta et al in [14] for open edge
guards.

1 Introduction

In the plane, to measure the interior angle of a polygon
at a vertex v, we usually consider a small enough circle
centered at v and not containing any other vertices of
the polygon, measure the length of the portion of the
circle that lies inside the polygon, and then divide it by
the radius. In this way, we can have angles that vary
between 0 and 2π. It has been well-known since antiq-
uity that the sum of the angles of a triangle is π. Since
a simple polygon of n vertices can be partitioned into
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n− 2 triangles using diagonals, the sum of the internal
angles of a polygon is (n− 2)π. We extend these ideas
to polyhedra in R3.

We measure the interior solid angles of a polyhedron
in a vertex v in an analogous way to the plane. We
consider a small enough sphere centered at v, measure
the area of the portion of the sphere that lies within the
polyhedron, and then divide it by the square of the ra-
dius. In this way, we have solid angles that vary between
0 and 4π since the area of a unit sphere is 4π.

For summing interior angles in polyhedra we cannot
use the same approach that was used for polygons. This
approach would consist in tetrahedralizing a polyhedron
and summing the solid angles of all the resulting tetra-
hedra. However, there exist examples of polyhedra that
cannot be tetrahedralized; for example, the Schönhardt
polyhedron [12]. It is also known that the sum of the
solid angles of a tetrahedron can take any value between
0 and 2π [7].

These examples show that in general polyhedra, the
sum of their solid angles is not constant and their ver-
tices can have interior angles that are arbitrarily small.
However, it is an interesting question to find the mini-
mum and the maximum sums of the internal solid angles
of an orthogonal polyhedron. This sum cannot be ar-
bitrarily small because the internal solid angle of each
vertex is at least π/2. We show in this paper that the
lower and upper bounds for the sum of angles of an or-
thogonal polyhedron with n vertices are (n − 4)π and
(3n − 24)π respectively. We also give the classification
of the families of orthogonal polyhedra achieving these
bounds.

We consider that a vertex of a polyhedron is convex
on the faces if it is a convex or a straight vertex in all the
faces where it participates, and it is reflex on the faces
otherwise. If a polyhedron with n vertices has k vertices
of degree greater than 3 in its 1-skeleton (i.e., the set of
edges and vertices of the polyhedron), we prove that it
has (n+ 8 + 3k)/2 vertices that are convex on the faces
and (n− 8− 3k)/2 vertices that are reflex on the faces.

We apply this result to address a variant of the
Art Gallery Problem in orthogonal polyhedra. Most
of the research on art gallery problems has been fo-
cused on polygons on the plane. For example, it is well
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known that every simple polygon with n vertices can
be guarded with at most bn/3c vertex guards [4], and
for orthogonal polygons bn/4c vertex guards are always
sufficient to guard the polygon [8]. Estivill-Castro and
Urrutia [6] showed that every orthogonal polygon can be
guarded with at most 3(n− 1)/8 orthogonal floodlights;
that is, vertex guards that have an angle of vision of
π/2. Later in [1] it was proved that (3n + 4(h − 1))/8
orthogonal floodlights are always sufficient to guard an
orthogonal polygon with n vertices and h holes.

For orthogonal polyhedra with e edges in R3, it was
conjectured that e/12 edge guards are always sufficient
to guard any polyhedron [13]. Benbernou et al. [14]
showed that every polyhedron can always be guarded
by (11/72)e− g/6− 1 open edge guards (i.e., excluding
their endpoints).

For general polyhedra, Cano et al. [3] showed that
any polyhedron can always be guarded by (27/32)e edge
guards, and if the faces are all triangles the bound im-
proves to (29/36)e. For general polyhedra it is conjec-
tured that every simply connected polyhedron can be
guarded with e/6 edge guards [13].

We say that a π
2 -edge guard is a guard located on an

edge of the polyhedron, occupying all the edge with an
angle of vision of π2 . An interior point p of the polyhe-
dron is guarded by an edge e if the segment s, described
by the shortest distance between p and e, is perpendicu-
lar to e, s is contained in the visibility angle of e, and s is
completely contained in the interior of the polyhedron.

The variant of the art gallery problem we address is
the following: Given an orthogonal polyhedron P in R3,
choose a minimum set of π2 -edge guards located on the
edges of P such that any interior point of P is guarded.
We prove that if P has k4 vertices of degree 4, k6 vertices
of degree 6, genus g and hm holes on its faces, then we
can guard it using at most (11e−k4−3k6−12g−24hm+
12)/72 π

2 -edge guards.

2 Orthogonal Polyhedra

A polyhedron in R3 is a compact set bounded by a piece-
wise linear manifold. A face of a polyhedron is a maxi-
mal planar subset of its boundary whose interior is con-
nected and non-empty. A polyhedron is orthogonal if all
of its faces are parallel to the xy, xz or yz planes. Faces
of a polyhedron can be polygons with holes, and if the
polyhedron is orthogonal, then its faces and its holes are
also orthogonal. A vertex of a polyhedron is a vertex of
any of its faces. An edge is a minimal positive-length
straight line segment shared by two faces and joining
two vertices of the polyhedron.

2.1 Vertex Characterization in Orthogonal Polyhe-
dra

Let P be an orthogonal polyhedron in R3. We classify
the vertices of P by its interior solid angles. A vertex
x of P is classified as 1-octant if its interior solid angle
is π/2 (see Figure 1a), and 3-octant if its interior solid
angle is 3π/2 (see Figure 1b). The 4-octant, 5-octant
and 7-octant vertices are defined in a similar way, as
illustrated in Figures 1c, 1d, 1e and 1f respectively.

In an orthogonal polygon we have three kinds of ver-
tices; convex, reflex and straight. A vertex is convex if
it has an interior angle of π/2, reflex if it has an interior
angle of 3π/2 and straight if it has an angle of π.

We say that a vertex is convex on the faces if it par-
ticipates on each of its incident faces as a convex or
a straight vertex. Thus the 1-octant, 4-octant, and 7-
octant vertices are convex on the faces. We say that a
vertex is reflex on the faces if it participates as a reflex
vertex on exactly one of its incident faces. Thus the 3-
octant and 5-octant vertices are reflex on the faces. We
will refer to a convex vertex on the faces (resp. reflex
vertex on the faces) as a convex vertex (resp. reflex ver-
tex) unless stated otherwise. Since we can have straight
vertices on the faces of a polyhedron, we extend our
concept of orthogonal polygon in order to allow them
to have straight vertices, too.

The genus g of a connected orientable surface is the
integer representing the maximum number of cuttings
along non-intersecting closed simple curves without ren-
dering the resultant manifold disconnected [9].

In our main result we use the Euler-Poincaire’s for-
mula, which states that for any polyhedron of genus g
with f faces, e edges, v vertices and a total of h holes
on its faces, the identity v − e − h + f = 2 − 2g holds.
A proof of this theorem can be found in [11].

Next, we prove the following theorem:

Theorem 1 Let P be an orthogonal polyhedron in R3

homeomorphic to the sphere with n = 2k vertices and a
connected and 3-regular 1-skeleton. Then P has (n +
8)/2 convex vertices and (n− 8)/2 reflex vertices.

Proof. Since each vertex has degree 3, the number of
edges e is 3k. By Euler’s formula, the number of faces f
is k+ 2. The number of reflex vertices in an orthogonal
polygon is (n−4)/2, so the number of reflex vertices on
each face of P is (Vi − 4)/2, where Vi is the number of
vertices on the ith face of P . Then the number of reflex
vertices of P is

r =
k+2∑

i=1

Vi − 4

2
. (1)

Solving equation (1), we have

2r =
k+2∑

i=1

Vi −
k+2∑

i=1

4.
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(a) 1-octant vertex (b) 3-octant vertex

(c) 4-octant vertex (d) 4-octant vertex

(e) 5-octant vertex (f) 7-octant vertex

Figure 1: Vertex classification for orthogonal polyhedra

As each vertex belongs to three faces, it is counted three
times when adding up the first sum;

2r = 6k − 4(k + 2)

r = k − 4.

Since n = 2k, r = (n − 8)/2, and since n = c + r,
c = (n+ 8)/2. �

This result tells us exactly the number of convex and
reflex vertices of the family of orthogonal polyhedra that
are connected and 3-regular in its 1-skeleton. Next, we
eliminate the restriction of a connected 1-skeleton by
considering the number of holes on the faces of P and
including the genus of the polyhedron. We will also
include the 4-octant vertices. Note that these vertices
do not have degree 3, but degree 4 or 6. Some of the
4-octant vertices look like straight angles on some faces
of the polyhedron.

We introduce two lemmas that will help us to incor-
porate the 4-octant vertices in the count of convex and
reflex vertices of an orthogonal polyhedron.

Lemma 2 In an orthogonal polygon with n vertices of
which s are straight, the number of reflex vertices is r =

(n − s − 4)/2 and the number of convex vertices is c =
(n− s+ 4)/2.

Proof. Since the sum of the internal angles of a simple
polygon is π(n−2); and the angle of each convex vertex
is π/2, of each reflex vertex 3π/2, and of each straight
angle π,

π(n− 2) =
(π

2

)
c+

(
3π

2

)
r + (π)s.

Solving for c and replacing in n = c + r + s yields n =
2r + s + 4. Therefore, r = (n − s − 4)/2 and c = (n −
s+ 4)/2. �

If the polygon has holes, we have the next lemma.

Lemma 3 In an orthogonal polygon P with n vertices,
h holes, and a total of s straight vertices, the number of
reflex vertices is (n − s + 4h − 4)/2 and the number of
convex vertices is (n− s− 4h+ 4)/2.

Proof. Note that a hole is an orthogonal polygon such
that its convex vertices are reflex in P , its reflex vertices
are convex in P , and its straight vertices are straight in
P . Thus, using Lemma 2, we have that if m is the
number of vertices in P without the holes, sm of which
are straight, and each hole has ni vertices, si of which
are straight, then the number of reflex vertices of P is

r =

(
h∑

i=1

ni − si + 4

2

)
+
m− sm − 4

2
=
n− s+ 4h− 4

2
.

Then it follows automatically that the number of convex
vertices in P is (n− s− 4h+ 4)/2. �

Let k3 be the vertices of degree 3, k4 the vertices of
degree 4, and k6 the vertices of degree 6 in the 1-skeleton
of a polyhedron.

We are ready to give one of our main results.

Theorem 4 Let P be an orthogonal polyhedron in R3

with n = k3 + k4 + k6 vertices and arbitrary genus g.
Then P has (n − 3(k4 + k6) + 8g − 8)/2 reflex vertices
and (n+ 3(k4 + k6)− 8g + 8)/2 convex vertices.

Proof. The number of edges e is 3k3/2 + 2k4 + 3k6.
Using the Euler-Poincaré formula, the number of faces
f is k3/2 + k4 + 2k6 + 2 + h − 2g. By Lemma 3, the
number of reflex vertices in P is

r =

f∑

i=1

Vi − si + 4hi − 4

2
, (2)

where Vi is the number of vertices and si is the number
of straight vertices and hi is the number of holes on the
ith face of P .
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Solving Equation (2), we have

2r =

f∑

i=1

Vi −
f∑

i=1

si +

f∑

i=1

4hi +

f∑

i=1

4.

In the first sum we count the total number of vertices:
the k3 vertices are counted three times, the k4 vertices
are counted four times and the k6 vertices are counted
six times. The second sum counts the total number of
straight vertices but there are only k4 vertices and they
are counted two times. The third sum gives the total
number of holes in P . Then we have

2r =k3 − 2k4 − 2k6 − 8 + 8g. (3)

Since n = k3 + k4 + k6, we obtain

r = (n− 3(k4 + k6) + 8g − 8)/2.

Since n = c+ r, c = (n+ 3(k4 + k6) + 8− 8g)/2. �

This generalizes the well known result that the num-
ber of convex and reflex vertices of an orthogonal poly-
gon with n vertices are respectively (n + 4)/2 and
(n− 4)/2, see R2 [10].

2.2 Minimizing the Solid Angle Sum of Orthogonal
Polyhedra

Let Vi be the number of i-octant vertices, i = 1, 3, 4, 5, 7.
The angle sum of an orthogonal polyhedron is

S =
π

2
V1 +

3π

2
V3 + 2πV4 +

5π

2
V5 +

7π

2
V7. (4)

Since an orthogonal polyhedron has n vertices,

V1 + V3 + V4 + V5 + V7 = n. (5)

We use the polyhedral version of Gauss-Bonnet’s the-
orem to calculate the curvature of the polyhedron [5].
Observe that the angle deficit for 1-octant and 7-octant
vertices is π/2, the angle deficit for 3-octant and 5-
octant vertices is −π/2 and the angle deficit for 4-
octant vertices is −π. Applying Gauss-Bonnet’s the-
orem, where g is the genus of the polyhedron, we get

π

2
(V1 + V7)− π

2
(V3 + 2V4 + V5) = 4π − 4πg (6)

Multiplying (5) by π and subtracting (6) we obtain:

π

2
V1+

3π

2
V3+2πV4+

3π

2
V5+

π

2
V7 = nπ−4π+4πg (7)

Adding πV5 + 3πV7 to both sides of (7) yields:

π

2
V1 +

3π

2
V3 + 2πV4 +

5π

2
V5 +

7π

2
V7 =

πn− 4π + 4πg + πV5 + 3πV7 (8)

Figure 2: Family of Polyhedra that minimise the solid
angle sum.

The left side of (8) corresponds to the angle sum:

S = π(n− 4 + 4g + V5 + 3V7) (9)

Thus (9) is minimized when V5 and V7 are both equal
to zero. The next result follows.

Theorem 5 The minimum solid angle sum of orthog-
onal polyhedra is (n− 4)π and is achieved by polyhedra
having only 1-octant, 3-octant and 4-octant vertices.

Figure 2 shows an example that achieves the bound
of Theorem 5.

The maximum solid angle sum is reached when we
maximize the number of V7 and V5 vertices in (9). In
order to do this, we observe that any orthogonal poly-
hedra P always has at least eight 1-vertices, and if it
is not a box, it has at least eight 1-vertices and four 3-
vertices, or it has ten 1-vertices and two 3-vertices. The
best case arises when P has exactly eight 1-vertices and
four 3-vertices. This can be achieved by carving out of a
box a polyhedra with m = n−8 vertices that minimizes
the sum of its angles, as shown in Figure 3.

Figure 3: An Orthogonal Polyhedron that maximize its
solid angle sum.

Theorem 6 The maximum solid angle sum of orthog-
onal polyhedra is (3n− 24)π.
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3 Guarding Polyhedra

We say that an α-edge guard is a guard located on an
edge of a polyhedron, occupying the entire edge with an
angle of vision towards the interior of the polyhedron of
size α. In this section we will deal with α = π

2 .
An interior point p of a polyhedron is guarded by an

α-edge guard e if the segment pr, where r is the closest
point to p in e, is perpendicular to e, pr is contained
in the α-visibility angle of e, and the interior of pr is
contained in the interior of the polyhedron.

We apply the results obtained in the previous section
to address the following variation of the Art Gallery
Problem: Given an orthogonal polyhedron P in R3, se-
lect a set of π

2 -edge guards located on the edges of P
that guards P .

Note that P has two kinds of edges: convex edges that
cover an internal solid angle of two octants, see Figure
4a, and reflex edges that cover an internal solid angle of
six octants, see Figure 4b.

(a) 2-octant edge (b) 6-octant edge

Figure 4: Types of edges in orthogonal polyhedra

It is easy to see that to guard P it is sufficient to
place one π

2 -edge guard on each convex edge, and two π
2 -

edge guards, in opposite directions, on every reflex edge.
In fact, we can also guard P by applying the previous
rule only to edges parallel to the X -axis, the Y-axis, or
the Z-axis. This follows from the results proved in [2].
For the sake of completeness we describe briefly how to
prove this.

Consider all the faces of P parallel to XZ and YZ
planes. We call a face of P incident to e, a top face f , if
for any interior point q of f there is an ε > 0 such that
any point at distance less than or equal to ε from q, and
below f belongs to the interior of P . Right, bottom, and
left faces are defined in a similar way, see Figure 5.

Let e be an edge parallel to the Z axis. Given a top
(bottom) face f , we call an edge of f a right edge if
there is an ε > 0 such that any point at distance less
than or equal to ε from the mid-point of e, and the left
of e belongs to the interior of f . A left edge is defined
in a similar way. Given a right (left) face f , the top and
bottom edges are defined similarly to the left and right
edges, see Figure 5.

We define the placement rules for π
2 -edge guards at

the edges of P parallel to the Z axis, as follows: In the
top-right rule at each right edge of each top face of P ,
and at each top edge of each right face of P we place
a π

2 -edge guard whose angle of illumination covers the
interval of directions 3π

2 to 2π. We define three extra
rules, the top-left rule, bottom-right rule, and bottom-
left rule in a similar way by rotating our polyhedra 90,
180 and 270 degrees with respect to the Z-axis, and
applying the top-left rule to the polyhedron obtained
from P after applying these rotations.

(a) (b)

(c) (d)

Figure 5: Figures (a) and (b) show top faces in blue
and bottom faces in green. Figures (c) and (d) show
left faces in blue and right faces in green. Figures (a),
(b), (c) and (d) show right, left, top and bottom edges
respectively.

Now we prove the following Lemma:

Lemma 7 Let P be an orthogonal polyhedron with
genus g and h holes on its faces. Then P can be guarded
by the π

2 -edge guards placed by any of the following rules:
top-right, top-left, bottom-right and bottom-left.

Proof. We prove our result for the top-right rule, the
other rules can be proved in a similar fashion. Let p be
a point in P and let β be the plane parallel to the XY
plane containing p. Let Q be the intersection of P with
β. Q consists of a set of orthogonal polygons contained
in β. It is straightforward to see that the top right rule
places π

2 -vertex guards as in the top-right illumination
rule in [2] which illuminates, and thus guards p. Our
result follows. �

Some faces of an orthogonal polyhedron P may have
holes in them. When these holes appear, the 1-skeleton
of P may become disconnected, for an example see Fig-
ure 3. In that example we "carved out" an orthogonal
polyhedron H from a box in the middle of one of its
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faces, call it f . Observe that the k-vertices of H be-
came 8− k-vertices in P , except for those lying in f , in
that case 1-octant vertices of H became 3-octant ver-
tices of P , and 3-octant vertices of H become 1-octant
vertices of P , (i.e. the convex vertices become reflex
and the reflex vertices become convex), see also Figure
6b. Observe that at least four of the vertices of H in f
are reflex, and that two of the edges incident to them,
are convex, and one is reflex. Thus our guarding rules
place only four edge guards on these edges. This will be
used in the proof of our next Theorem, as this will allow
us to save four edges per each hole in which we carved
an orthogonal polyhedron (in that proof we place five
edges in the edges of a reflex vertex of degree three).

There is a second case in which the 1-skeleton of P
becomes disconnected, and this happens when instead
of carving out an orthogonal polyhedron H, we kind of
"glue" it in the middle of a face f of P , see Figure 6a.
In this case it is easy to see that when we apply the
guarding rules to P described above, the points of P
in H will be guarded by edges in H, and the edges in
P − H can be guarded with edges in the 1-skeleton of
P − H. This implies that the edges of H in f can be
considered as convex edges when applying the guarding
rules described above. Thus we save at least four edge
guards, one for each reflex edge of H in f .

In both cases we save at least four guards per hole.

(a) (b)

Figure 6: (a) Two "glued" orthogonal polyhedron. (b)
An orthogonal polyhedron carved out of another one.

Theorem 8 Let P be an orthogonal polyhedron with n
vertices, k4 of them are of degree 4, k6 of degree 6, e
edges, genus g and hm holes in the faces of P . Then
(11e − k4 − 3k6 − 12g − 24hm + 12)/72 π

2 -edge guards
are always sufficient to guard the interior of P .

Proof. First we look at the type of vertices of the poly-
hedron P , and describe the number of convex and reflex
edges that each kind of vertex is incident to.

Each 1-octant vertex is incident to three convex edges.
Each 3-octant vertex is incident to two convex edges and
one reflex edge. Each 4-octant vertex with degree four,
is incident to two convex edges and two reflex edges.

Each 4-octant vertex with degree six, is incident to three
convex edges and three reflex edges. Each 5-octant ver-
tex is incident to one convex edge and two reflex edges.
Finally, each 7-octant vertex is incident to three reflex
edges.

By the Theorem 4, P has c = (n+3(k4+k6)−8g+8)/2
convex vertices and r = (n − 3(k4 + k6) + 8g − 8)/2
reflex vertices. Note that according to our definition, 4-
octant vertices, whether they have degree four or six are
convex. Then, P has c = (n+k4 +k6−8g+8)/2 convex
vertices, k4 4-octant vertices of degree four, k6 4-octant
vertices of degree six, and r = (n−3(k4+k6)+8g−8)/2
reflex vertices.

In the worst case every convex vertex is adjacent to
three reflex edges, every 4-octant vertex of degree four is
adjacent to two reflex edges and two convex edges, every
4-octant vertex of degree six is adjacent to three reflex
edges and three convex edges, and every reflex vertex is
incident to two reflex edges and one convex edge.

If we place guards on every edge of P then, we have
(6c + 6k4 + 9k6 + 5r)/2 π

2 -edge guards in total. We
can divide the number of π

2 -edge guards by three and
four, since it is sufficient to choose one of the three axis
directions, and we only need to choose the smallest of
the four guarding rules used in this direction, then we
obtain (6c + 6k6 + 9k6 + 5r)/24. Substituting c and r
in the above equation, we have a total of (11n + 3k4 +
9k6 + 8)/48 π

2 -edge guards.
As P has hm holes on its faces, and for each of them

we save four edge guards we conclude that the total
number of π2 -edge guards in P is (11n+3k4 +9k6−8g−
16hm + 8)/48. If we substitute n = (2e − k4 − 3k6)/3
in the number of π2 -edge guards, then we finally obtain
that (11e−k4−3k6−12g−24hm+12)/72 π

2 -edge guards
are always sufficient to guard the interior of P .

�
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The Planar Slope Number

Udo Hoffmann∗

Abstract

The planar slope number of a planar graph G is defined
as the minimum number of slopes that is required for a
crossing-free straight-line drawing of G. We show that
determining the planar slope number is hard in the ex-
istential theory of the reals. We point out consequences
for drawings that minimize the planar slope number.

1 Introduction

The slope number of a non-degenerate straight-line
drawing D of a graph G is defined to be the number
of distinct slopes that is used to draw the edges of G
in D. The minimum slope number of all straight-line
drawings of G is the slope number of G. Similarly, the
planar slope number of a planar graph G is the mini-
mum slope number over all planar straight-line drawings
of G.

In this paper, we consider the computational com-
plexity of computing the planar slope number. In Sec-
tion 2, we show that determining the planar slope num-
ber of a graph is hard in the existential theory of the
reals, i.e., as hard as deciding the solvability of a poly-
nomial inequality system over the reals. Furthermore, it
is complete in the existential theory of the rationals (and
thus possibly undecidable) to decide whether a planar
graph has a drawing on the grid that minimizes the pla-
nar slope number. However, for each fixed k, deciding
whether the (planar) slope number is at most k is in NP.
A consequence of this result is that deciding if the pla-
nar slope number of a bounded degree graph is at most
k is in NP. Afterwards, in Section 3, we point out conse-
quences for drawings that minimize the slope number:
There are planar graphs such that each drawing that
minimizes the planar slope number requires irrational
coordinates for the vertices and slopes of the edges. In
Section 4 we point out open problems in connection to
the slope number.

1.1 Background

The slope number of a graph has mainly been studied
for the relation between the maximum degree of a graph

∗Université libre de Bruxelles (ULB)
hoffmann.odu@googlemail.com The results in this paper are
part of the authors dissertation at TU Berlin, supported by the
Deutsche Forschungsgemeinschaft within the research training
group ’Methods for Discrete Structure’ (GRK 1408)

and the slope number: A simple lower bound for the
slope number of a graph G is d∆(G)/2e, where ∆(G) de-
notes the maximum degree of G, since at most two edges
of the same slope are incident to one vertex. The main
work in this area deals with the question, whether the
slope number of a graph is also bounded from above by
a function in the maximum degree. This was answered
negatively [BMW06, PP06, DSW07] by examples of
families of graphs of maximum degree 5 with arbitrarily
large slope number. In contrast, Keszegh, Pach, and
Pálvölgyi have shown that the planar slope number is
bounded by an exponential function in the maximum
degree [KPP13]. For partial planar 3-trees [JJK+13]
this bound has been improved to a polynomial upper
bound of O(∆5) and for outerplanar graphs [KMW14]
to a linear upper bound of ∆− 1 (for ∆ ≥ 4) for outer-
planar drawings.

From the computational point of view, it is known to
be NP-complete to decide whether a graph has slope
number 2 [FHH+93], and it is NP-complete to de-
cide whether a planar graph has planar slope num-
ber 2 [GT01]. Thus both problems, computing the slope
number and the planar slope number, are NP-hard. We
characterize the planar slope number problem as hard
in the existential theory of the reals.

The existential theory of the reals (∃R) is a com-
plexity class defined by the following complete prob-
lem: Given a quantifier-free formula F (x1, . . . , xn) that
contains logic connections of polynomial equalities and
inequalities in the variables x1, . . . , xn with integer co-
efficients, is there an assignment of real values to the
variables such that the formula is satisfied? This prob-
lem can be reduced to deciding the solvability of a poly-
nomial inequality system over the reals. Starting with
Mnëv’s universality theorem [Mnë88] many geometric
problems have been shown to be hard in ∃R. Mnëv’s
universality theorem states that for each semialgebraic
set V there exists an order type (or by duality, a line ar-
rangement) whose realization space is stably equivalent
to V . From a computational point of view it is impor-
tant that the realization space is empty if and only if V
is empty.

Some ∃R-complete problems include pseudoline
stretchability [Mnë88, Sho91], recognition of segment
intersection graphs [KM94], realizability of planar
graphs and linkages [Sch12], realizing abstract 4-
polytopes [RGZ95], point visibility graph recogni-
tion [CH15], and many more, see [Car15] for an
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overview.
The existential theory of the rationals (∃Q) is defined

similarly to ∃R, but restricted to rational solutions.
When asking for geometric representations on the in-
teger grid for ∃R-hard problems it turns out that ∃Q is
the right complexity class because of scaling arguments.
It is an open problem if ∃Q is decidable. The class ∃R is
decidable in PSPACE [Can88], while the existential the-
ory of the integers is undecidable by the negative answer
to Hilbert’s tenth problem due to Matiyasevich [Mat70].

We want to point out that the problem of deciding if
the (planar) slope number is at most k is contained in
∃R. This can be easily shown by encoding the coordi-
nates as well as the k allowed slopes in variables. The
same holds for drawings on the grid and ∃Q. In the
following we only mention hardness results because we
consider optimization problems and not decision prob-
lems.

Our hardness proofs are based on the problem of pseu-
doline stretchability : Given a collection of x-monotone
curves that extend infinitely in positive and negative
x-direction such that any two curves intersect pairwise
exactly once, is there a homeomorphism of the plane
that maps the curves onto lines? Or in other words,
is there a collection of lines with the same intersec-
tion pattern as in the collection of curves. We call
the collection of curves a pseudoline arrangement ; it
is stretchable if the described homeomorphism exists.
We call the stretched collection of curves a line ar-
rangement. A (pseudo)line arrangement is simple if no
three lines/curves intersect in a common point. The
stretchability of simple pseudoline arrangements is also
hard in ∃R. For a good overview on the ∃R-reduction
for the stretchability problem we refer to [Mat14]. We
point out that stretchability of non-simple pseudoline
arrangements with rational coordinates is complete in
∃Q [Stu87], while simple line arrangements can always
be perturbed onto rational coordinates.

2 Computational complexity

In this section we consider the computational complex-
ity of the planar slope number.

2.1 ∃R-hardness
In this subsection, we show that computing the planar
slope number is ∃R-hard. The general idea is to con-
struct an (almost) 3-connected planar graph GL that
contains the edges and vertices of a pseudoline arrange-
ment L. Consequently, the pseudoline arrangement L
can be found in each planar drawing of GL by drawing
the pseudolines on the corresponding edges. The degree
of each vertex of the arrangement in GL is equal to the
even maximum degree ∆. Any two consecutive edges
of one pseudoline are opposite edges at some vertex of

the arrangement. By the following proposition, the ex-
istence a drawing of GL with slope number ∆/2 implies
that L is stretchable.

Proposition 1 Let G be a planar graph with even max-
imum degree ∆, and let D be a planar straight-line draw-
ing of G with slope number ∆/2. Each pair of opposite
edges of a vertex of degree ∆ in D has the same slope.

Figure 1: Opposite edges of a degree 8 vertex in drawing
of slope number 4 have the same slope.

Proof. Let v be a vertex of degree ∆. Each slope of
the drawing D appears exactly twice among the edges
that are incident to v. The edges with the same slope
are opposite in D. �

For the proof of the following theorem we proceed to
construct such a graph GL from a pseudoline arrange-
ment L that has a drawing D with ∆/2 slopes if and
only if L is stretchable.

Theorem 2 Deciding if the planar slope number of a
planar graph with even maximum degree ∆ is ∆/2 is
complete in ∃R.

Proof. We prove the theorem by reducing the stretch-
ability of a pseudoline arrangement to the problem of
deciding whether the planar slope number of a graph is

`1 `2

`3 `4

v

`2 `1

Figure 2: Adding a star (brown) on each vertex of the
black arrangement.
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Figure 3: Constructing the graph GL from the stars,
including the grey intermediate slopes and the red sub-
division vertices.

∆/2. Therefore, let L be an arrangement of n pseudo-
lines.

We note that we can determine the order of slopes of
the lines in a stretched realization of L from the pseu-
doline arrangement, namely as the order in which the
lines appear while traversing the adjacent unbounded
faces. We use this observation to speak about the slope
of a pseudoline and apply it in the following construc-
tion (see Figure 2): In the pseudoline arrangement L we
draw a star of pseudolines on each vertex of the arrange-
ment, i.e., for each pseudoline ` that is not incident to a
vertex v of the arrangement we draw a pseudosegment
that indicates which faces around v a pseudoline of the
slope of ` through v intersects.

Now, we cut the pseudolines in the unbounded faces
and define a planar graph by placing a vertex on each
endpoint of a pseudosegment. We can already ob-
serve that the embedding we constructed can be drawn
straight-linn with n slopes if and only if the arrangement
is stretchable. We modify this construction to obtain a
3-connected graph as shown in Figure 3: In addition to
the pseudosegment of each slope of a pseudoline of L
we add a star of intermediate slopes, one slope between
each two consecutive slopes of pseudolines. We connect
the leaf vertices of the stars in each face (including the
one unbounded face) such that they form a cycle. We
pick one edge per face cycle that connects two leaves of
different stars and subdivide these edges. We call this
planar graph GL. After contracting the subdivision ver-
tices the graph GL is 3-connected. Thus Proposition 1
implies that the opposite edges, which originate from
one pseudoline lie on one line, and thus a drawing with
n slopes gives a realization of the line arrangement by
drawing the lines along the edges.

So it remains to show that there exists a drawing D

with slope number n if L is stretchable. Therefore, we
consider a realization R of L as a line arrangement. We
draw the vertices and edges of GL on the corresponding
edges and vertices of R. We choose the intermediate
slopes and place a star containing all the 2n slopes on
each vertex of the arrangement. The cycle in an inner
face f is realized by drawing a polygon with sides par-
allel to the boundary of f such that on each corner of
a polygon lies a vertex of the cycle. This can be done
in the following way. We draw the polygon in the face
clockwise, starting from one point close to the boundary
on the counterclockwise first ray of one vertex v1. We
draw the first edges of the cycle following parallel to the
boundary of the face in clockwise order and place a ver-
tex of the cycle on the intersection point of the segments
of the star and the polygon. When we reach the coun-
terclockwise last ray of the vertex v2 we continue with
a line parallel to the second boundary edge. We follow
this procedure until we reach the counterclockwise last
ray of the last vertex. To close the last edge of the poly-
gon we have drawn in the face we use the subdivision
vertex as shown in Figure 5. The cycle surrounding the
outer face can be drawn with the same method as indi-
cated in Figure 4. This concludes the proof that there
exists a drawing of GL with n slopes if and only if L is
stretchable. �

2.2 Drawings on the grid.

Lemma 3 The graph GL constructed in the proof of
Theorem 2 has a drawing with slope number ∆/2 with
rational coordinates if and only if L has a realization
with rational coordinates.

Proof. In the proof of Theorem 2 we have shown that
we can realize L on a subset of vertices and edges of
a slope minimizing drawing. Thus L has a rational re-
alization if and only if there is a drawing of GL with

Figure 4: A drawing with slope number 8 of GL of the
arrangement L in Figure 2.
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Figure 5: Using the subdivision vertex (red) to close the
face cycle with few slopes.

slope number ∆/2, where the vertices and edges of the
arrangement graph lie on rational coordinates. Thus,
to conclude this proof, we only have to show that we
can draw the cycles in the inner faces on rational co-
ordinates. This is simply done by choosing rational in-
termediate slopes and a rational coordinate for the first
vertex we draw in the polygon. Then all vertices of the
cycle lie on the intersection points of rational lines, and
thus have rational coordinate. �

From the lemma above and the fact that deciding the
realizability of a non-simple line arrangement is com-
plete in ∃Q [Stu87] we obtain the following theorem.

Theorem 4 Deciding whether a planar graph G has a
drawing on the grid with slope number ∆/2 is complete
in ∃Q.

2.3 Bounded slope number and bounded degree.

In contrast to the previous results, we show that we
can decide for a fixed k in non-deterministic polynomial
time whether a planar graph can be drawn with at most
k slopes.

Theorem 5 For each fixed k the decision problem
whether a graph G has planar slope number or slope
number at most k is in NP.

Proof. We give a proof based on the NP membership
of the recognition of segment intersection graphs that
can be represented by at most k slopes for the seg-
ments [KM94][Theorem 1.1.ii.c] by Kratochv́ıl and Ma-
toušek. They show that deciding the realizability of an
arrangement of segments using at most k slopes can be
decided in polynomial time.

To show that deciding whether the planar slope num-
ber is at most k is in NP we guess the embedding of the
graph and which of the edges use the same slope. With
this information we can use the result of Kratochv́ıl and
Matoušek to decide in polynomial time whether the ar-
rangement of edges can be realized using at most k
slopes.

For the non-planar slope number we guess the com-
plete arrangement of edges and the partition of the
edges into common slopes. �

Let G∆ be the set of planar graphs with maximum de-
gree at most ∆. We use the theorem above and the fact
that deciding if a graph in G∆ has slope number at most
k is in NP.

Theorem 6 Deciding whether a planar graph G ∈ G∆

has planar slope number at most k is in NP.

Proof. By [KPP13] there exists a function f(∆), such
that each graph in G∆ has planar slope number at most
f(∆). To decide whether the graph G has planar slope
number k we return true if k ≥ f(∆). Otherwise, if
k < f(∆), we can decide if the planar slope number
is at most k by Theorem 5, since k is bounded by the
constant f(∆). �

3 Consequences of the hardness

In this section we point out consequences of ∃R-hardness
of computing the planar slope number and ∃Q-hardness
of deciding whether there is a drawing on the grid that
achieves this slope number.

The fact that there are non-simple line arrangements
that are known to have irrational coordinates in each
representation [Grü03] directly translates into the fol-
lowing result.

Corollary 7 There are planar graphs such that each
planar drawing that minimizes the slope number has at
least one vertex with an irrational coordinate.

Even if a line arrangement is stretchable with ratio-
nal coordinates, there are arrangements that require an
doubly exponential representation size [GPS90]. By the
observation that the graph GL has |L|3 vertices, we ob-
tain the following corollary.

Corollary 8 For each n ∈ N, there is a planar
graph Gn on n vertices such that each planar drawing of
Gn on a grid that minimizes the slope number requires

a grid of size 22Ω( 3
√

|V (G)|)
.

We want to point out that giving a reasonable (a.k.a.
computable) upper bound on the grid size in the corol-
lary above, is strongly connected with the decidability
of ∃Q.

Theorem 9 Assume ∃Q is undecidable. Then there
is no computable function f such that every graph G,
that has a slope number minimizing drawing on the grid,
can be drawn with this slope number on a grid of size
f(|V (G)|)× f(|V (G)|).

Proof. Assume the function f exists. Then compute
f(|V (G)|) and try each combination of coordinates of
vertices of G on a grid of size f(|V (G)|) × f(|V (G)|)
and check whether a straight-line drawing with those
vertex coordinates gives a drawing of the given slope
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number. This procedure finds a drawing on the grid that
minimizes the planar slope number by the assumption
that f gives an upper bound on the grid size of such
a drawing. Thus we have just given an algorithm that
finds such a drawing of minimum planar slope number
on the grid if it exists, which is contradiction to the
assumed undecidability of ∃Q by Theorem 4. �

4 Conclusion and open problems.

We have settled the computational complexity of deter-
mining the planar slope number. It is an open problem
whether the (non-planar) slope number is also ∃R-hard.
A further open problem is to give a better bound on the
function f(∆) that bounds the planar slope number of
graphs of degree ∆. The bound on f(∆) in [KPP13] is
exponential in ∆ and uses the non-constructive proof for
a touching disc representation, where the radii of touch-
ing discs are bounded by a constant factor by [MP94].
They give the idea of a non-deterministic algorithm to
obtain a planar drawing using f(∆) slopes. It is open
whether the bound can be improved and can be turned
in a polynomial algorithm.
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Epsilon-covering: a greedy optimal algorithm for simple shapes

Tuong-Bach Nguyen ∗ Isabelle Sivignon ∗

Abstract

Unions of balls are widely used shape representations.
Given a shape, computing a union of balls that is both
accurate in some sense and of small cardinality is thus a
challenging problem. In this work, accuracy is ensured
by imposing that the union of balls, called covering, is
included in the shape and covers a parameterized core
set (namely the erosion) of the shape. For a family
of simple shapes, we propose a polynomial-time greedy
algorithm that computes a covering of minimum cardi-
nality for a given shape.

1 Introduction

Unions of balls are common shape representations, use-
ful for instance to describe molecules in biochemistry [4],
to quickly detect collisions [3] between shapes or to de-
rive higher-level representations. The ubiquity of unions
of balls is largely due to the existence of provably good
conversion algorithms that allow us to derive them from
various representations such as point clouds and polyg-
onal meshes [6]. However, the union of balls output by
the conversion process provides only an approximation
of the original shape.

In a previous work [2], we introduced a novel way,
called ε-covering, of controlling the geometric error be-
tween a given input shape and a selected union of balls.
The idea is to impose that the union of balls covers a
core set of the shape and does not cross over an outer set.
This problem falls in the family of geometric set cover
problems, where the goal is to minimize the number of
balls. We proved that, in the general case, computing
an ε-covering of minimum cardinality is an NP-complete
problem. Other approaches, related to the maximum k-
cover problem, aim at maximising the coverage for a
fixed number of balls [4], but the problem is also NP-
complete.

In this work, we consider the family of input shapes
that are themselves 2D unions of balls with a tree-like
structure. An ε-covering of such a shape is a simplified
union of balls. We present a polynomial-time algorithm
that computes an ε-covering of minimum cardinality for
this specific family. To do so, we rely on the medial axis

∗Univ. Grenoble Alpes, GIPSA-Lab, F-38000 Greno-
ble, France CNRS, GIPSA-Lab, F-38000 Grenoble, France
tuong-bach.nguyen@gipsa-lab.grenoble-inp.fr
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structure of unions of balls, and show how to contin-
uously sweep its pencils in order to get a correct and
optimal result.

2 Statement of the result

In this paper, R2 is endowed with the Euclidean dis-
tance. For any point c and real r > 0, we denote by
b(c, r) the closed ball of center c and radius r. For any
subset S ⊆ R2, we respectively denote its closure, inte-
rior, complement, boundary, and medial axis by S, S̊,
Sc, ∂S, and MA (S). Let ε > 0 be a real number. The
erosion of S (by ε) is S	ε = {y | b(y, ε) ⊆ S}. For any
collection of balls B, we write

⋃
B = ∪b∈Bb.

Definition 1 An (inner) ε-covering of S is a collec-
tion of balls B such that S	ε ⊆ ⋃B ⊆ S.

For given S and ε, there exist many ε-coverings of S,
with different cardinalities. We say that an ε-covering
is optimal if it achieves minimum cardinality. In gen-
eral, finding such an optimal ε-covering for S is an
NP-complete problem [2], but we focus here on simple
shapes S and prove the following result:

Theorem 1 There is a polynomial-time algorithm to
compute optimal ε-coverings for finite unions of balls
whose medial axis is cycle-free.

In Section 3, we present some results on the struc-
ture of unions of balls, before describing the principle of
our algorithm in Section 4. Section 5 expands on some
practical considerations required for the algorithm, and
Section 6 is dedicated to proving that it indeed achieves
the claimed result.

3 Union of balls

3.1 Medial axis and pencils

In order to specify our algorithm, we must elaborate
on the structure of unions of balls, in particular that of
their medial axis. Recall that a ball b ⊆ S is a medial
ball if its boundary ∂b intersects ∂S at least twice. The
medial axis MA (S) is the collection of the centers of
these medial balls. Owing to the structure theorem of
the medial axis of a union of balls [1], we know that for a
finite union of balls S, MA (S) is a finite collection of line
segments. We also know that each of these line segments
coincides with a pencil of balls [4] in the following sense.
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Borrowing the terminology used in [7], an elliptic pen-
cil can be characterized by two points u, v ∈ R2: it is the
family of all balls whose boundary goes through u and
v. The collection of their centers forms a line. In this
paper, we only manipulate elliptic pencil segments, that
are subsets of elliptic pencils whose collection of centers
forms a segment instead of a line. From here on, we will
not consider any proper line pencil, and thus we refer to
these elliptic pencil segments simply as pencils. As such,
the pencils we consider always have two endpoint balls
b1 and b2. We denote the pencil they generate by [b1b2].
A basic property of a pencil is that the domain it covers,
that is the collection of all points covered by some ball
of the pencil, is the union of b1 and b2,

⋃
[b1b2] = b1∪b2.

Linking back to the previous remark, MA (S) is a col-
lection of pencils. Indeed, for each segment of the me-
dial axis, there are two points u, v ∈ ∂S, such that any
medial ball centered at a point of that segment contains
both u and v in its boundary. Thus, each segment of
MA (S) coincides with a pencil. Hence a union of balls
can always be interpreted as a union of pencil domains
(see Figure 1 for an illustration).

The medial axis of a closed shape and its erosion al-
ways satisfy the below inclusion.

Proposition 2 MA (S	ε) ⊆ MA (S)

Proof. Consider c ∈ MA (S	ε) and b = b(c, r) ⊆ S	ε

medial in S	ε. Let b+ = b(c, r + ε). We prove that b+
is medial in S which implies that c ∈ MA (S).
First, note that b+ = ∪y∈bb(y, ε) ⊆ S, hence if ∂b+
intersects ∂S at least twice, it is medial in S. By defini-
tion of b, there are at least two points u 6= v in the in-
tersection of ∂b and ∂ (S	ε). Since u, v ∈ ∂ (S	ε), there
are u+, v+ ∈ ∂S such that ‖u− u+‖ = ε = ‖v − v+‖.
By triangular inequality we have ‖c− u+‖ ≤ ‖c− u‖+
‖u− u+‖ = r + ε, hence u+ ∈ b+. Since u+ ∈ ∂S, nec-

essarily u+ /∈ b̊ and we have ‖c− u+‖ ≥ r+ε. Therefore
‖c− u+‖ = r + ε, thus u+ ∈ ∂b+ ∩ ∂S. Also, we have
equality in a triangular equality, hence c, u and u+ are
aligned. Likewise, v+ ∈ ∂b+ ∩ ∂S, and c, v and v+ are
also aligned. Thus, if u+ 6= v+, then b+ is medial in S.
By contradiction, assume that we have u+ = v+. Then,
c, u, v and u+ must be aligned. Because u 6= v, we have
the below situation.

c uv u+

r r ε

Hence ‖v − v+‖ = ‖v − u+‖ = 2r + ε = ε. This implies
r = 0 and u = v, which is impossible. Therefore, u+ 6=
v+ and b+ is medial in S. �
Thus for unions of balls, MA (S	ε) splits MA (S) into
two finite collections of line segments: segments that are
part of both MA (S) and MA (S	ε), and segments that
are exclusively part of MA (S). We respectively refer to
them as eroded and non-eroded pencils.

3.2 Partial ordering on medial balls

MA (S) being a collection of segments, it can be viewed
as the embedding of a graph in R2. By assumption
on the class of shapes considered, MA (S) is cycle-free,
hence it is a forest. Since we can process each tree of
the forest independently, we assume without loss of gen-
erality that MA (S) is a tree. By picking any point x of
MA (S) as a root, we obtain an orientation of MA (S)
which induces a partial order on MA (S). Indeed, we
simply have to orient all the edges of MA (S) from the
leaves to the root x. We denote by T the resulting
oriented tree. The structure represented by T is at
times called anti-arborescence or in-tree, and can also
be viewed as a directed acyclic graph with a unique
sink. For any y, z ∈ MA (S), we say that y is T -smaller
than or equal to z, and note y ≤T z, if z belongs to the
unique path from y to the root x of T . We also use the
usual order symbols and notions such as being T -larger
or equal to, ≥T , or also being strictly T -smaller, <T .

Note that this T -order is valid for all points of
MA (S), and not simply vertices of T . Because points
of MA (S) are centers of medial balls of S and S	ε, this
T -order extends to medial balls. Specifically, we can T -
compare two medial balls of either S or S	ε, but also a
medial ball of S with a medial ball of S	ε.

Since T only induces a partial order, we say that two
balls that cannot be ordered by T are T -unrelated.
An additional useful notion is that of T -maximal ball
for a collection: given a collection of balls B, b ∈ B
is T -maximal in B if for all b′ ∈ B, either b′ ≤T b
or b and b′ are T -unrelated. Likewise, b is T -minimal
in B if for all b′ ∈ B, either b′ ≥T b or b and b′ are
T -unrelated. Finally, we extend the notion of degree
for any point c ∈ MA (S). By convention, if c is not a
vertex of T but an inner edge point, we say that c has
degree 2. We denote the degree by deg (c).

4 Algorithm

4.1 Principle

For our proposed algorithm, the partial ordering we in-
troduced allows the definition of clear start and end
points, as well as a measure of progress. Indeed, let
b0 = b(c0, r0) be a medial ball of S. Its center c0
splits MA (S) into deg (c0) connected components. We
denote these components by branch (c0, i), 1 ≤ i ≤
deg (c0). For our purpose, we want to express the do-
main covered by balls centered at points of these com-
ponents of MA (S), but not covered by b0. First we
define the collection of related medial balls, C (b0, i) =
{b(c, r) medial in S | c ∈ branch (c0, i)}. Then the do-
main of each C (b0, i) is C(b0, i) =

⋃
C (b0, i) \ b0.

With these notations, b0 also splits S into the different

C(b0, i)’s, and S \ b0 = ∪deg(c0)i=1 C(b0, i). Unless c0 is the
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x
S

C(b0,+)

C(b0,−)

c0

b0

Figure 1: T -large and T -small components of a medial ball. x is
the root of T . Red segments are points T -smaller than c0, blue
ones are points T -larger, black ones are T -unrelated.

root of T , one of these domains corresponds to balls T -
larger than or T -unrelated to b0. The other deg (c0)− 1
domains corresponds to balls T -smaller than b0. To pro-
mote clarity, we refer to the former domain simply as
the T -large component, and denote it by C(b0,+)
(see Figure 1). As for the later domains, we refer to their
union as the T -small component and note C(b0,−).
Hence, we have S \ b0 = C(b0,+) ∪ C(b0,−). From the
definition, we also deduce the following:

Proposition 3 If b1 ≤T b2, then C(b1,−) ⊆ C(b2,−)
and C(b1,+) ⊇ C(b2,+).

Now assume we want to traverse and sweep S with
a medial ball, starting from a leaf of T , toward its
root. When we reach a medial ball b0, then at that
moment, C(b0,−) ∪ b0 corresponds to the domain of
S that was swept by our medial ball, and C(b0,+) to
the domain of S that was not swept by it. Our ap-
proach is based on this particular decomposition of S.
We want to use a greedy approach to iteratively com-
pute an ε-covering of the T -small component C(b0,−).
Because T may have several leaves, it is necessary to ex-
tend the above definitions of T -small and T -large com-
ponents to collections B of medial balls, while preserv-
ing the interpretation that C(B,−) ∪ (

⋃
B) is the do-

main of S already processed, and C(B,+) is the do-
main of S that has not been processed yet. The do-
main already processed for a collection of balls should
thus be the union of the domains already processed by
some b ∈ B. Hence the T -small component of B is
C(B,−) = ∪b∈BC(b,−). Likewise, the domain that
still needs to be processed for B should be the inter-
section, over all b ∈ B, of the domains to be pro-
cessed for b. Hence the T -large component of B is
C(B,+) = ∩b∈BC(b,+). Owing to Proposition 3, these
definitions emphasize the importance of the T -maximal
balls of B. Let T -max (B) be the collection of these
T -maximal balls. Then C(B,+) = C(T -max (B) ,+)
and likewise C(B,−) = C(T -max (B) ,−).

To formalize the procedure presented above, we re-
quire two more definitions.

Definition 2 Let B be a collection of medial balls in
S. We say that B is a T -small ε-covering of S if it
covers S	ε in its T -small component C(B,−), that is if
C(B,−) ∩ S	ε ⊆ ⋃B.

Note that every ε-covering is also a T -small ε-covering
of S. As such, we employ the term partial T -small
ε-covering if we need to distinguish from complete ε-
coverings.

Definition 3 Let B be a partial T -small ε-covering of
S, and b0 be medial in S. We say that b0 is a candidate
ball with respect to B, if B0 = B∪{b0} is also a T -small
ε-covering of S, and S	ε \⋃B0 ( S	ε \⋃B.

The strict inclusion S	ε \ ⋃B0 ( S	ε \ ⋃B ensures
that B0 is closer to being a complete ε-covering than
B. Hence, for any partial T -small ε-covering, iteratively
adding a candidate to the collection ensure that at some
point we will obtain a complete ε-covering. Because
any partial T -small ε-covering always have an infinity of
candidates, we elect to add only T -maximal candidates,
that is T -maximal among the collection of candidates.

4.2 Specification

Our algorithm is based on a loop over the collection
of all eroded and non-eroded pencils of MA (S) in a
topological order. Since MA (S	ε) ⊆ MA (S), we can
simultaneously sweep S and S	ε. With our partial
ordering on MA (S), a topological order of its ver-
tices (v1, . . . , vn+1) is such that for i ≤ j, then either
vi ≤T vj , or vi and vj are T -unrelated. Besides the
root, each vertex is incident to exactly one pencil com-
posed of T -larger points of MA (S), hence any topolog-
ical ordering of vertices induces an ordering of pencils
([v1v̂1], . . . , [vnv̂n]), where v̂i ∈ {v1, . . . , vn}. This order-
ing of pencils thus satisfies that for i < j, then either
vi <T v̂i ≤T vj <T v̂j , or v̂i and vj are T -unrelated.

As we loop over the pencils, we maintain a collec-
tion of medial balls B which is a T -small ε-covering,
while looking for T -maximal candidates to add to said
collection. When we process a pencil, we compute a
collection of constraints to pass on to the next incident
pencil. A constraint is a point or circular arc that any
ball T -larger than the pencil (that is T -larger than any
ball of that pencil) must contain in order to be a candi-
date for B. Hence, if no T -maximal candidate is found
in the currently processed pencil, the set of constraints
it will pass on to its incident T -larger pencil is the col-
lection of all constraints it itself inherited from incident
T -smaller pencils, plus new constraints specific to the
current pencil. Then, we can compute the T -maximal
ball that contains all these constraints. If it is not the
T -large endpoint of the pencil, we call it critical. We
claim that for well chosen constraints, critical balls are
T -maximal candidates. The overall approach is summed
up in Algorithm 1.
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Algorithm 1 Greedy ε-covering

Input: A finite union of balls S
Output: An ε-covering B of S
1: Compute a topological ordering of MA (S)
2: B ← ∅
3: Loop over all pencils in topological order
4: Retrieve incident constraints
5: Search for a critical ball in the pencil
6: If a critical ball b is found then
7: B ← B ∪ {b}
8: end If
9: Compute the constraints to pass on

10: end Loop
11: Return B

(a)

x S	ε

ε

c0

b0

C(b0,−)

b1

b2

C(B,−)

(b)

x
c0

x
c0

A \X

v

Figure 2: A is the dark shaded area, with B = {b1, b2} and
X = b0 ∪ b1 ∪ b2. In (a) b0 is a candidate to B, but in (b) vertex
v does not satisfy condition (ii) and A \X (in red) is non empty.

All that remains is to explicit constraints which guar-
antee that critical balls are indeed T -maximal candi-
dates. Consider a candidate b0 to the collection B. We
can ignore balls which are T -unrelated to b0, thus let
B′ = {b ∈ B, b ≤T b0}. By definition, B′0 = B′ ∪ {b0}
is a T -small ε-covering. The domain of S	ε covered by
C(B′0,−)∪ (

⋃
B′0) but not by C(B′,−) is contained in

(
⋃

B′0) \ C(B′,−). Let that former domain be

A =
ÄÄ
C(B′0,−) ∪

Ä⋃
B′0
ää
\ C (B′,−)

ä
∩ S	ε

= ((C(b0,−) ∪ b0) \ C(B′,−)) ∩ S	ε

and the latter be

X =
Ä⋃

B′0
ä
\ C(B′,−) = b0 ∪

Ä⋃
T -max (B′)

ä
.

See Figure 2a. A and X both vary depending on B and
b0, and in light of the previous remark, b0 is a candidate

to B if and only if A ⊆ X. Explicitly ensuring and
verifying that we indeed have the inclusion A ⊆ X is
non trivial. Instead, we claim that it is sufficient to
ensure the two conditions:

(i) ∂A ⊆ X,

(ii) ∀ vertex v ∈ ∂X, ∃Nv an open neighbourhood of
v, such that Nv ∩A ⊆ X.

Note that both ∂A and ∂X are finite collections of cir-
cular arcs, whose intersections we call vertices of the
boundary. Since these boundaries have a finite combi-
natorial structure, (i) and (ii) are more readily verifiable
and can be enforced. Also, as illustrated in Figure 2b,
condition (i) by itself is insufficient to ensure that b0
is a valid candidate. We take as constraints for Algo-
rithm 1 any arc of ∂A not in

⋃
B′, as well as any vertex

of ∂ (
⋃
T -max (B′)) whose neighbourhood in A is not

fully contained in
⋃

B′. This ensures that critical balls
can be computed as per Section 5 and fulfill conditions
(i) and (ii). Both conditions are necessary to have the
inclusion A ⊆ X. We prove in Section 6 that they are
also sufficient.

5 Computation of critical balls

As stated previously, each pencil inherits a collection of
constraints that are either a singleton point or a circu-
lar arc. Because of Proposition 4, which will be stated
and explained in detail later, when we sweep a pencil
from an endpoint to the other, a point that exited the
sweep ball will never re-enter it, and a point that entered
the sweep ball will never exit it. Thus, to each con-
straint corresponds a single-constraint critical ball
bcrit: any ball strictly T -larger than bcrit cannot fully
contain the constraint, hence cannot be a candidate,
while any ball T -smaller than or equal to bcrit will al-
ways contain the constraint and may be a candidate.
Therefore, the critical ball for the overall collection of
constraints is the T -maximal ball that is T -smaller than
all single-constraint critical balls, that is the unique T -
minimal ball amongst all single-constraint critical balls.
From here on, we omit the qualifier “single-constraint”.
Also, because we parameterize balls of a pencil by an
interpolation value λ, we call critical λ an interpolation
value which corresponds to a critical ball.

The next sections present how to compute a critical
ball given a single constraint. Section 5.1 presents a
very useful property of pencils and how to handle point
constraints, while Section 5.2 deals with arc constraints.

5.1 Point inclusion

Given a ball b = b(c, r) and a point y, there are many
ways to test whether y belongs to b or not. By definition,
we can compare the distance from y to c, to the radius
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of b. Here, we rely on the power of y with respect to
ball b, which by definition is pow(y, b) = ‖y − c‖2−r2.
Hence, y belongs to ball b if and only if pow (y, b) ≤ 0.

Consider now a pencil of balls [b1b2], with bi =
b(ci, ri). For λ ∈ [0, 1], we denote by bλ = b(cλ, rλ)
the ball of pencil [b1b2] that is centered at cλ = λc1 +
(1 − λ)c2. We argue that then, for any point y, the
power of y with respect to bλ is the linear interpolation
of its power with respect to b1 and b2.

Proposition 4

pow (y, bλ) = λ pow (y, b1) + (1− λ) pow (y, b2)

The power of a point with respect to balls of the pencil
is thus linear in λ and may only change sign once. This
justifies our earlier claim that when sweeping a pencil,
a point can exit or enter the sweep ball only once.

Proof. By definition, all the balls of a pencil [b1b2]
share exactly two points {u, v} = ∂b1 ∩ ∂b2 on their

boundary. We have r2λ = ‖u− cλ‖2. Hence:

pow (y, bλ) = ‖y − cλ‖2 − ‖u− cλ‖2

= ‖y‖2 − 2 〈cλ, y〉+ ‖cλ‖2

−
Ä
‖u‖2 − 2 〈cλ, u〉+ ‖cλ‖2

ä
= 2 〈cλ, u− y〉+ ‖y‖2 − ‖u‖2

Note that this identity also holds for b1 and b2 since
they coincide with bλ, for λ ∈ {0, 1}.

pow (y, bλ) = 2 〈λc1 + (1− λ) c2, u− y〉+ ‖y‖2 − ‖u‖2

=λ
Ä
2 〈c1, u− y〉+ ‖y‖2 − ‖u‖2

ä
+ (1− λ)

Ä
2 〈c2, u− y〉+ ‖y‖2 − ‖u‖2

ä
=λ pow (y, b1) + (1− λ) pow (y, b2)

�

This proof actually extends to all balls of the complete
line pencil. From there, given two endpoint balls of a
segment pencil and a single constraint point, we can
easily compute the value λcrit for which bλcrit will be
critical. From the design of Algorithm 1, and assuming
that b1 ≤T b2, we will always have λcrit ≥ 0. If we
happen to have λcrit > 1, then the segment pencil does
not contain any critical ball for that constraint point,
since all balls of the pencil contain that constraint point.

5.2 Arc inclusion

For arc constraints, we use the same approach of com-
puting a critical value for λ. If all of these critical λ’s
are strictly larger than 1, then the pencil does not con-
tain any T -maximal candidate. If any are less than or

equal to 1, then the minimum value yields a T -maximal
candidate. All that remains is thus being able to com-
pute such a critical λ for arc constraints. To do so, we
first need to compute this critical value for a ball.

5.2.1 Critical λ for balls

Consider a constraint ball b = b(c, r). We want to com-
pute the critical values of λ for which b is fully contained
in bλ. Hence:

b ⊆ bλ ⇐⇒ rλ ≥ ‖c− cλ‖+ r

⇐⇒ r2λ ≥ ‖c− cλ‖2 + r2 + 2r‖c− cλ‖
⇐⇒ −

Ä
‖c− cλ‖2 − r2λ

ä
− r2 ≥ 2r‖c− cλ‖

⇐⇒ − pow (c, bλ)− r2 ≥ 2r‖c− cλ‖
⇐⇒

(
− pow (c, bλ)− r2

)2 ≥ 4r2‖c− cλ‖2

& − pow (c, bλ)− r2 ≥ 0

Since pow (c0, bλ) is linear in λ as per Proposition 4, we
introduce two constants A and B such that Aλ + B =
pow (c, bλ) + r2 to simplify notations. We have

A = pow (c, b1)− pow (c, b2)

B = pow (c, b2) + r2.

We focus on the first inequality, (Aλ+B)
2 ≥

4r2‖c− cλ‖2. For the right hand side, the factor

‖c− cλ‖2 can be developed as follows

‖cλ − c‖2

= ‖λ (c1 − c2) + c2 − c‖2

= λ2‖c1 − c2‖2 + 2λ 〈c1 − c2, c2 − c〉+ ‖c2 − c‖2

and thus, it is quadratic in λ. Therefore

b ⊆ bλ ⇐⇒ Cλ2 +Dλ+ E ≥ 0 & Aλ+B ≤ 0

where

C = A2 − 4r2‖c1 − c2‖2

D = 2AB − 8r2 〈c1 − c2, c2 − c〉
E = B2 − 4r2‖c2 − c‖2

A, B, C, D and E are constant with respect to λ and
thus the inclusion test can be reduced to a sign analysis
of polynomials of degree 2 and 1. From the roots of these
polynomials, we can thus derive the critical values of λ.

5.2.2 Critical λ for arcs

In order to compute the critical λ value for an arc con-
straint e, we first require the critical value for the ball
b supporting that arc, that is the ball such that e ⊆ ∂b.
Let λ′ be the critical value for that supporting ball.
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With λ′, we can then compute the tangency point y be-
tween b and bλ′ . This particular point, in addition with
the endpoints of arc e, are sufficient to compute the crit-
ical value of e. Indeed, for λ ≤ λ′, the whole ball b is
contained in bλ, hence we also have e ⊆ bλ. For λ > λ′,
two cases arise. Either y ∈ e or y /∈ e. In the former, we
have y ∈ e\bλ hence the critical value for the arc e is In
the former, we have y ∈ e and y /∈ bλ hence the critical
value for the arc e is λ′ itself. In the latter, note that bλ
splits ∂b into two connected components, one which is
inside bλ, and the other outside. By Proposition 4, the
outside component will always contain y. For λ > λcrit,
any point of e not in bλ must be path-connected in ∂b
to y. Therefore, some endpoint of e also belongs to the
outside connected component. It immediately follows
that if both endpoints of e actually belong to bλ, then
the whole arc e is also contained in bλ. Therefore, the
critical value for e is in this case equal to the smallest
critical value of its endpoints.

6 Correctness of the algorithm

6.1 Convergence to an ε-covering

Lemma 5 Let b0 and B such that b0 fulfills both con-
ditions (i) and (ii). Then b0 is a candidate for B.

Proof. Let A and X be defined from b0 and B. Con-
sider H = A \ X = A ∩ Xc. By contradiction assume
that H 6= ∅. First, notice that ∂H ⊆ ∂X. Indeed,
∂H = ∂(A ∩Xc) ⊆

(
∂A ∩Xc

)
∪
(
∂ (Xc) ∩A

)
. By con-

dition (i), ∂A ⊆ X and we have ∂A ∩Xc ⊆ ∂X. Also,
∂ (Xc) = ∂X. Hence ∂H ⊆ ∂X. Let Hi be a connected
component of H. Since ∂Hi ⊆ ∂H, hence ∂Hi ⊆ ∂X.
We have Hi ⊆ Xc connected, with ∂Hi ⊆ ∂X. Thus,
Hi is actually a connected component of Xc. Hi being
bounded, it is commonly called a hole of X. As a hole
of X, any vertex of ∂Hi is also a vertex of ∂X. Let v
be a vertex of ∂Hi. For all open neighbourhood Nv of
v, we have Nv ∩H 6= ∅. Since H = A ∩Xc, we deduce
∅ 6= Nv ∩ A * X. This contradicts (ii) and is impos-
sible. Therefore, H = ∅, A ⊆ X, and b0 is indeed a
candidate for B. �

From the above lemma, Algorithm 1 indeed finds can-
didates and eventually converges to an ε-covering. We
now show that it converges in polynomial time.

Lemma 6 Algorithm 1 converges to an ε-covering in

O
Ä
|MA (S)|2

ä
.

Proof. Let n = |MA (S)|. First, we show that Algo-
rithm 1 outputs a collection Balgo with size at most 2n,
and then that the complexity is at most quadratic.

For any partial T -small ε-covering B, let b ∈
T -max (B). There is a unique pencil incident to b that

contains balls T -larger than b. Let b0 >T b be the T -
large endpoint of that pencil. We show that b0 is always
a candidate to B. Though b0 may not be a T -maximal
candidate, this still implies that there can be at most
two medial balls from the same pencil in Balgo.
Let B0 = B∪{b0}. Because b and b0 belong to the same
pencil, C(B0,−) and C(B,−) only differ in the domain
of S covered by the pencil [bb0]. This implies the equal-
ities C(B0,−) \ C(B,−) = C(b0,−) \ C(b,−) = b \ b0.
Hence, we obtain

A = ((b \ b0) ∪ b0) ∩ S	ε ⊆ b ∪ b0,

thus b0 is a candidate for B. Therefore, |Balgo| ≤ 2n.
We now analyse the complexity. Computing a topo-

logical ordering [5] is linear in n. Enforcing a single
constraint takes constant time (see Section 5), hence
the time expanded to search for a critical ball depends
on the number of constraints. This number cannot ex-
ceed the combinatorial complexity of the boundaries of
S	ε and

⋃
Balgo. The former is linear in n. As for the

latter, it is linear in the size of Balgo, which is itself
linear in n. Thus, Algorithm 1 is quadratic in n. �

6.2 Convergence to an optimal solution

In order to prove that our algorithm reaches an optimal,
we rely on several intermediate results. We introduce a
sequence of three lemmas, the last of which we reformu-
late, through two corollaries, in terms of candidate ball
to a partial T -small ε-covering. Then, we finally prove
Proposition 12.

Lemma 7 Consider a finite union of balls S, and a ball
b such that b * S. Let S′ = S ∪ b. Then, S̊′ = S̊ ∪ b̊.

Lemma 8 Consider a finite union of balls S such that
MA (S) is a tree. Then Sc is path-connected.

Proof. Let S be the collection of medial balls in S
which are centered at a vertex of MA (S). S has fi-
nite cardinality and we have

⋃
S = S. We proceed by

induction on n = |S |, and henceforth use the notation
Sn =

⋃
Sn for collection of balls with cardinality n. For

n = 1, S1 is only a ball, the property is verified. Now
consider a collection Sn+1, and let b ∈ Sn+1 such that b
is centered on a leaf of MA (Sn+1). Let Sn = Sn+1\{b}
and Sn =

⋃
Sn.

Using Lemma 7, we deduce that Sc
n+1 = Sc

n ∩ bc.
Consider y, z ∈ Sc

n+1. By induction assumption, we

know that Sc
n is path-connected, hence there is a path

γ ⊆ Sc
n connecting y and z. We build from γ another

path γ′ ⊆ Sc
n+1 that connects y and z. If γ ⊆ bc we

already have γ ⊆ Sc
n+1. Otherwise let πy, πz ∈ γ ∩ ∂b

such that γ does not meet b between y and πy, and
likewise between z and πz. Because πy, πz ∈ Sc

n, they

cannot be in S̊n. Let e = ∂b \ S̊n. e is a path-connected
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circular arc, and is the contribution of ∂b to ∂Sn+1. We
have πy, πz ∈ e. Since e is path-connected and contained
in Sc

n+1, we can complete γ′ by following e to go from

πy to πz, showing that Sc
n+1 is path-connected. �

Lemma 9 Consider b0 a medial ball of S. C(b0,+) and
C(b0,−) are interior disjoint.

Proof. By contradiction, assume that C̊(b0,+) and
C̊(b0,−) are not disjoint. From there, we exhibit two
paths γ ⊆ S̊ and δ ⊆ Sc with non empty intersection,
which is impossible.

Let y ∈ C̊(b0,+)∩ C̊(b0,−). Without loss of general-
ity, we assume that y /∈ MA (S). Necessarily, there are
two medial balls of S, b+ and b−, such that:

b+ ⊆ C(b0,+) ∪ b0
b− ⊆ C(b0,−) ∪ b0
y ∈
Ä̊
b+ ∩ b̊−

ä
\ b0.

Let c+ and c− be the respective centers of b+ and
b−. We have segment [c+y] ⊆ S̊ and likewise segment
[c−y] ⊆ S̊. There is also a path in MA (S) ⊆ S̊ con-
necting c+ and c−. Hence there exists a Jordan curve
γ ⊆ MA (S)∪ [c+y]∪ [c−y] ⊆ S̊. By the Jordan-Brouwer
separation theorem, γ has a well defined interior and
exterior. Consider now e = ∂b0 ∩C(b0,+). It is a path-
connected circular arc. Its two endpoints are vertices
of ∂S, hence we have ∂e ⊆ Sc. Moreover, one of those
endpoints lies in the interior of γ, while the other lies
in the exterior of γ. See Figure 3 for a schematic repre-
sentation. However by Lemma 8, Sc is path-connected.
Therefore, let δ ⊆ Sc be a path connecting the end-
points of e. Since the interior and exterior of γ are
separated, necessarily ∅ 6= γ ∩ δ ⊆ S̊ ∩ Sc = ∅, hence
the contradiction. �

y

c+

c−

c0

γ

b0

e

interior
of γ

exterior
of γ

S

Figure 3: Schematic representation for Lemma 9.

Though Lemmas 7 and 8 are quite remote from the re-
sult we want to prove, in essence Lemma 9 implies that
whatever medial ball we chose in C(b0,+), it cannot
contribute to cover S	ε in C(b0,−). That is why we
can process each of these components separately in a
greedy way and still achieve a global optimal solution.
Formally, we rely on the following corollaries.

Corollary 10 Let b0 be a medial ball in S. Then we
have the three identities:

(C(b0,−) ∪ b0)
c ∩ S	ε = C(b0,+) ∩ S	ε

(C(b0,+) ∪ b0)
c ∩ S	ε = C(b0,−) ∩ S	ε

(C(b0,+) ∪ C(b0,−))
c ∩ S	ε = b0 ∩ S	ε

Corollary 10 simply states that when restricted to S	ε,
the complement of C(b0,+), C(b0,−), and b0, is the
union of the other two subsets.

Proof. We only prove the first equality. We have
S	ε ⊆ S̊. Additionally by Lemma 9, S̊ is the disjoint
union of C(b0,−) ∩ S̊, b0 ∩ S̊, and C(b0,+) ∩ S̊. Hence,

S	ε ∩ (C(b0,−) ∪ b0)
c

= S	ε ∩ S̊ ∩ (C(b0,−) ∪ b0)
c

= S	ε ∩ S̊ ∩ C(b0,+)

= S	ε ∩ C(b0,+).

�

Corollary 11 Consider an ε-covering B. Let B− ( B
be a partial T -small ε-covering, and let b0 be any T -
maximal candidate to B−. Then B \ B− contains a
candidate to B− that is T -smaller than or equal to b0.

Proof. Let B+ = B \ B−. First we prove that B+

always contains candidates to B−, and then that one of
these candidates is T -smaller than or equal to b0.

By contradiction, assume that B+ is void of candi-
date to B−. Consider b′ ∈ B+, T -minimal in B+. By
T -minimality of b′, for all b ∈ B+, b ⊆ b′ ∪ C(b′,+).
Thus

⋃
B+ ⊆ b′∪C(b′,+). By Corollary 10, we deduce

that S	ε ∩ C(b′,−) ⊆ S	ε ∩ (
⋃

B+)
c

= S	ε \ ⋃B+.
By assumption, b′ cannot be a candidate to B−, hence
by Definitions 2 and 3 (S	ε ∩ C(b′,−)) \ (b′ ∪ (

⋃
B−))

is non empty. With the previous inclusion, we get the
following development.

(
S	ε ∩ C(b′,−)

)
\
Ä
b′ ∪
Ä⋃

B−
ää

=
(
S	ε ∩ C(b′,−)

)
\
Ä
b′ ∪
Ä⋃

B−
ä
∪
Ä⋃

B+

ää
=
(
S	ε ∩ C(b′,−)

)
\
⋃

B

⊆ S	ε \
⋃

B

Hence, S	ε \ ⋃B 6= ∅ which is impossible since B is
an ε-covering. Thus, B+ contains a candidate to B−.

Because B− may have several distinct T -maximal
candidates, B+ may only contain candidates T -
unrelated to b0. By contradiction assume B+ is void of
candidate to B− T -smaller than or equal to b0. Since
B+ contains at least one candidate to B−, b0 cannot be
centered at the root of T . By Proposition 3, any ball T -
smaller than or equal to b0 is a candidate to B−. Hence
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B+ only contains balls that are either strictly T -larger
than b0, or T -unrelated to b0. Therefore, there exists a
medial ball b′ >T b0, with b′ also strictly T -smaller or
T -unrelated to balls in B+. By T -maximality of b0, b′

cannot be a candidate to B−. Once again, we have a
ball b′, T -minimal in B′+ = B+ ∪ {b′} which is not a
candidate. The same development as above using Corol-
lary 10 yields S	ε \⋃B 6= ∅, which is still impossible.
Therefore, B+ must contain a candidate to B− that is
T -smaller than or equal to b0. �

Proposition 12 Algorithm 1 converges to an optimal
ε-covering.

Proof. We denote by Balgo the ε-covering found by
Algorithm 1. We number the balls of Balgo by b1, . . . , bk,
such that for i ≤ j, bi was found before bj . Consider
any optimal ε-covering Bopt. We assume without loss of
generality that Bopt only contains medial balls. Indeed,
S is a finite union of balls, hence any ball b ∈ Bopt is
wholly contained in a medial ball. Using consecutive
substitutions, we want to build a finite sequence of ε-
coverings B0, . . . ,Bk that satisfies the properties:

(a) B0 = Bopt,

(b) |Bi+1| = |Bi|, ∀i ∈ J0, k − 1K,

(c) {b1, . . . , bi} ⊆ Bi, ∀i ∈ J1, kK,

If such a sequence exists, we immediately deduce that
|Balgo| = |Bopt|, and Balgo is also optimal.

We proceed by induction. Assume that for 0 ≤ i < k,
we have built B0, . . . ,Bi with the above properties.
Consider bi+1. Let B− = {b1, . . . , bi}. By construc-
tion, B− ( Bi. Let B+ = Bi \ B−. Algorithm 1
guarantees that B− is a partial T -small ε-covering and
that bi+1 is a T -maximal candidate for B−. Hence
we can apply Corollary 11 and there is a candidate
b to B−, such that b ∈ B+ and b ≤T bi+1. Then,
let Bi+1 = (Bi ∪ {bi+1}) \ {b}. Bi+1 satisfies both
properties (b) and (c), we must prove that it is also
an ε-covering. To do so, it suffices to prove that both
C(bi+1,−) ∩ S	ε and C(bi+1,+) ∩ S	ε are contained
in
⋃

Bi+1. Because bi+1 is a candidate to B−, we
have C(bi+1,−) ∩ S	ε ⊆ bi+1 ∪ (

⋃
B−) ⊆ ⋃

Bi+1.
Also, b ≤T bi+1, hence by Proposition 3 we have
C(bi+1,+) ⊆ C(b,+). This implies C(bi+1,+) ∩ S	ε ⊆
C (b,+) ∩ S	ε ⊆ (

⋃
Bi) \ b ⊆

⋃
Bi+1. Thus, Bi+1 is

an ε-covering, and Balgo is an optimal ε-covering. �

7 Discussion

Consider the following more general covering definition,
where S⊕ε

′
= ∪y∈Sb(y, ε′) is the dilation of S (by ε′):

Definition 4 An ε′ε-covering of S is a collection of
balls B such that S	ε ⊆ ⋃B ⊆ S⊕ε′ .

The algorithm presented computes in polynomial time
an optimal ε′ε-covering of any union of balls S such that
MA (S) is a forest and MA (S	ε) ⊆ MA(S	ε

′
).

An interesting perspective is to build on this work to
design a heuristic algorithm where both conditions on
the medial axis are relaxed.
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Geometric Unique Set Cover on Unit Disks and Unit Squares

Saeed Mehrabi∗

Abstract

We study the Unique Set Cover problem on unit
disks and unit squares. For a given set P of n points
and a set D of m geometric objects both in the plane,
the objective of the Unique Set Cover problem is
to select a subset D′ ⊆ D of objects such that every
point in P is covered by at least one object in D′ and
the number of points covered uniquely is maximized,
where a point is covered uniquely if the point is covered
by exactly one object in D′. In this paper, (i) we
show that the Unique Set Cover is NP-hard on both
unit disks and unit squares, and (ii) we give a PTAS
for this problem on unit squares by applying the mod-
one approach of Chan and Hu (Comput. Geom. 48(5),
2015).

1 Introduction

Consider a set P of n points and a set D of m geomet-
ric objects both in the plane. For a subset S ⊆ D of
objects, we say that a point p ⊆ P is covered uniquely
by S if there is exactly one object in S that covers p.
In the Unique Set Cover problem, the objective is
to compute a subset S ⊆ D of objects so as to cover
all points in P and to maximize the number of points
covered uniquely by S.

There is a slightly different problem, called Unique
Cover, where the input is the same as the Unique Set
Cover problem and the objective is to compute a sub-
set S ⊆ D that maximizes the number of points covered
uniquely; note that not all the points in P are required
to be covered in an instance of the Unique Cover
problem. Both Unique Set Cover and Unique
Cover belong to the larger class of the Unit Cover
problem in which we are given the same input and the
objective is to compute a minimum-cardinality subset
S ⊆ D so as to cover all points in P . Indeed, Unique
Set Cover combines the objectives of the Unique
Cover and Unit Cover problems.

In this paper, we are interested in the Unique Set
Cover problem on unit disks and unit squares. For-
mally, given a set P of n points and a set D of m unit
disks (resp., unit squares) both in the plane, the objec-
tive of the Unique Disk (resp., Square) Set Cover

∗Cheriton School of Computer Science, University of Waterloo,
Waterloo, Canada. smehrabi@uwaterloo.ca

Figure 1: An instance of the Unique Disk Set Cover

problem with n = 15 and m = 7, and an optimal solution,

where 11 points are covered uniquely by the 4 dashed disks.

problem is to find a subset S ⊆ D that covers all points
in P and that maximizes the number of points cov-
ered uniquely. Figure 1 shows an instance of, e.g., the
Unique Disk Set Cover problem and an optimal so-
lution for this instance.

The Unique Cover problem was first studied by Er-
lebach and van Leeuwen [5] on unit disks and is moti-
vated by its applications in wireless communication net-
works, where the broadcasting range of equivalent base
stations have been frequently modelled as unit disks.
Providers of wireless networks often consider having
a number of base stations to service their customers.
However, if a customer receives signals from too many
base stations, then the customer may receive no service
at all due to the resulting interference. As such, each
customer is ideally serviced by exactly one base station
and we want such a service to be provided to as many
customers as possible. Our motivation for studying the
Unique Set Cover problem is that what if in addition
to providing service to as many customers as possible
by exactly one base station, we still want to do service
all the customers as well.

Related Work. The Unit Cover problem is a well-
known NP-hard problem on unit disks and unit squares.
Mustafa and Ray [11] gave the first PTAS for the Unit
Cover problem on both unit disks and unit squares us-
ing a local search technique. This technique was also dis-
covered independently by Chan and Har-Peled [1] who
gave the first PTAS for the maximum independent set
problem on pseudo-disks in the plane. Demaine et al. [3]
introduced the non-geometric variant of the Unique
Cover problem and gave a polynomial-time O(log n)-
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Problem Unit Squares Unit Disks
Unit Cover NP-hard, PTAS [11] NP-hard, PTAS [11]
Unique Cover NP-hard [5], PTAS [9] NP-hard [5], 4.31-approximation [8]
Unique Set Cover NP-hard [Theorem 2] NP-hard [Theorem 3]

PTAS [Theorem 6]

Table 1: A summary of previous and new results; the new results are shown in bold.

approximation algorithm for the problem, where n is the
number of elements of the universe in the correspond-
ing set system. Erlebach and van Leeuwen [5], who
were first to study the geometric version of the Unique
Cover problem, showed that Unique Cover problem
is NP-hard on both unit disks and unit squares (see
also [12]).

By combining dynamic programming and the shifting
strategy of Hochbaum and Maass [7], Erlebach and van
Leeuwen [6] gave the first PTAS for the weighted ver-
sion of the Unit Cover problem on unit squares, where
each unit square in D is associated with a positive value
as weight and the objective is to cover the points in P
so as to minimize the total weight of the unit squares
selected.1 This approach was also used by Ito et al. [9]
who gave a PTAS for the Unique Cover problem on
unit squares. However, this technique does not seem
to work for unit disks. In fact, Ito et al. [8] used this
approach to give a polynomial-time approximation al-
gorithm for the Unique Cover problem on unit disks
with approximation factor σ < 4.3095 + ε, where ε > 0
is any fixed constant. Moreover, this approach involves
sophisticated dynamic programming. Finally, by intro-
ducing a mod-one transformation, Chan and Hu [2] gave
a PTAS for the Red-Blue Unit-Square Cover prob-
lem, which is defined as follows: given a red point set R,
a blue point set B and a set of unit squares in the plane,
the objective is to select a subset of the unit squares
so as to cover all the blue points while minimizing the
number of red points covered.

Our Results. In this paper, we first show that both
Unique Disk Set Cover and Unique Square Set
Cover are NP-hard. We note that the Unique Cover
problem is shown to be NP-hard on unit disks and unit
squares [5]. However, their hardness, which is based
on a reduction from the Independent Set problem on
planar graphs of maximum degree 3, does not apply
to proving the hardness of the Unique Set Cover
problem mainly because all points in P are required to
be covered in an instance of the Unique Set Cover
problem. We instead show a reduction from a variant
of the planar 3SAT problem to prove the NP-hardness
of Unique Set Cover on both unit disks and unit
squares.

1The local search technique of Mustafa and Ray [11] does not
apply to the weighted version of these problems.

As our second result, we show that the mod-one ap-
proach of Chan and Hu [2] provides a PTAS for the
Unique Square Set Cover problem. The only dif-
ference is that instead of storing 4-tuples of unit squares
when solving the dynamic programming, we store 6-
tuples of unit squares and show that they suffice to cap-
ture the necessary information (we will discuss this ap-
proach in more details in Section 3). See Table 1 for a
summary of previous and new results.

We first prove the NP-hardness of the problems in
Section 2 and will then give a PTAS for the problem
on unit squares in Section 3. Finally, we conclude the
paper with a discussion on open problems in Section 4.

2 NP-Hardness

In this section, we first show that the Unique Disk
Set Cover is NP-hard; the NP-hardness of the
Unique Square Set Cover is proved analogously
and we will discuss it at the end of this section.

Unique Disk Set Cover
Input. A set P of n points, a set D of m unit disks,
and an integer k > 0.
Output. Does there exist a set S ⊆ D that covers all
points in P and that covers at least k points uniquely?

To prove the hardness of the Unique Disk Set
Cover, we show a reduction from the Planar Vari-
able Restricted 3SAT (Planar VR3SAT, for
short) problem. Planar VR3SAT is a constrained
version of 3SAT in which each variable can appear in
at most three clauses and the corresponding variable-
clause graph is planar. Efrat et al. [4] showed that Pla-
nar VR3SAT is NP-hard.

Let ISAT be an instance of Planar VR3SAT with K
clauses C1, C2, . . . , CK and N variables X1, X2, . . . , XN ;
we denote the two literals of a variable Xi by xi and xi.
We construct an instance IUSC of the Unique Disk Set
Cover problem such that IUSC has a solution with at
least c · (K+ 1) points covered unqiuely, for some c that
we will determine its value later, if and only if ISAT is
satisfiable. Given ISAT, we first construct the variable-
clause graph G of ISAT in the non-crossing comb-shape
form of Knuth and Raghunathan [10]. Without loss of
generality, we assume that the variable vertices lie on a
vertical line and the clause vertices are connected from
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X1

X2

X3

X4

C1

C2

C3

Figure 2: An instance of the Planar VR3SAT problem

in the comb-shape form of Knuth and Raghunathan [10].

Crosses on the edges indicate negations; for example, C1 =

(x1 ∨ x2 ∨ x3).

left or right of that line; see Figure 2 for an illustration.
Note that each variable appears in at most three clauses.

Gadgets. For each variable Xi ∈ ISAT, we replace the
corresponding variable vertex in G with a single unit
disk containing three groups of points each of which con-
sists of K + 1 points (where K is the number of clauses
in ISAT). We call each such groups of points a cloud.
If a literal of Xi appears in a clause, then the variable
gadget of Xi is connected to the corresponding clause
gadget by a chain of unit disks such that (i) the first
unit disk in the chain covers exactly one of the clouds
in the variable unit disk, and (ii) every two consecutive
unit disks in the chain share a cloud. We call such a
chain of unit disks a wire; see Figure 3(Right) for an
illustration. A cloud shared between two unit disks in
a wire has also K + 1 points. We call the unit disk of
a wire that shares a cloud with the variable unit disk
a start disk. For the clause gadget, where three wires
meet, we make the last three unit disks (each of which
arriving from one of the wires) to have a non-empty in-
tersection region in which we insert one single point; see
Figure 3(Left). We call this point a clause point.

Consider the cloud shared between a variable unit
disk and a start disk. If all the clouds in the corre-
sponding wire are covered uniquely, then exactly one of
the variable unit disk and the start disk must be selected
to cover the cloud shared between them. Consequently,
depending on whether the variable unit disk is selected,
we can decide whether the clause point of the clause
gadget on the other end of the wire is covered by the
last unit disk of this wire. That is, we can create two
ways of covering the clouds of the wire uniquely, one of
which will not be able to cover the corresponding clause
point. It is clear from the variable unit disk shown in
Figure 3 that if the variable unit disk is selected (resp.,
is not selected), then the clause point is covered (resp.,

Figure 3: An illustration of the gadgets used in our reduc-

tion. Right. The filled (pink) unit disk indicates a variable

unit disk and each small (rising) shaded circle indicates a

cloud consisting of K + 1 points. Each variable unit disk

shares three clouds with the start disks of the three wires

that connect the variable unit disk to the clauses in which

it appears. Left. A clause gadget determined by the non-

empty intersection of the last three unit disks of the three

wires arriving from the literals of this clause, and the corre-

sponding clause point.

is not covered) by the last unit disk of the correspond-
ing wire. We remark that this is always doable, even for
the wires that require one bend, by adjusting the num-
ber of unit disks in the wire. See the top wire shown in
Figure 4 for an example. We set a variable to true or
false depending on whether its corresponding variable
unit disk is selected or not to cover the clouds that it
contains.

Finally, we need a gadget for negation literals. Sup-
pose that the literal xi appears in a clause, for some
variable Xi in ISAT. To indicate the negation literal, we
add two additional unit disks besides the wire connect-
ing the variable unit disk to the corresponding clause
gadget; see the two (falling and green) shaded unit disks
in the middle wire (i.e., the wire corresponding to Xj)
shown in Figure 4. We call these two newly-added unit
disks the negation pair. Observe that the negation pair
share a cloud and each of them covers one of the previ-
ously existed clouds in the current wire. The construc-
tion of the negation pair ensures that if the variable unit
disk is selected (resp., is not selected), i.e., it is set to
true (resp., false), then the clause point is not covered
(resp., is covered). The same gadget can be used for
the negation literals whose corresponding wires have a
bend; see for instance the lowest wire shown in Figure 4.

Construction Details. Clearly, our construction allows
the wires to be connected to a variable unit disk from
both left and right of the variable unit disk; we just
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Xi

Xj

Xk

Figure 4: A complete illustration of a clause gadget C =

(xi ∨ xj ∨ xk) and its corresponding variable gadgets. The

existence of a negation pair indicates that literal xj (or literal

xk) appears in C.

need to move the corresponding clouds inside the vari-
able unit disk accordingly. By scaling and making the
drawing of the wires consistent with the edges of G,
we can ensure that the unit disks of different wires will
never intersect. Note that we can have the scaling so as
to increase the number of unit disks in any wire by only
a constant factor. Hence, by this and from the construc-
tion, we have that the number of disks in the instance
IUSC is polynomial in terms of K and N . To see the value
of n, the number of points in IUSC, we set c to the num-
ber of clouds used in our construction. Since each cloud
contains K+1 points, the total number of points in IUSC
is n = c · (K + 1) +K as we also have K clause points.
Therefore, the total complexity of the constructed in-
stance IUSC is polynomial in K and N . Moreover, it is
not hard to see that IUSC can be constructed in polyno-
mial time. We now show the following result.

Lemma 1 There exists a feasible solution S for IUSC
that covers at least c · (K + 1) points uniquely if and
only if ISAT is satisfiable.

Proof. (⇒) Let S be a feasible solution for IUSC that
covers at least c · (K + 1) points. First, by the choice
of c and the fact that we have exactly K clause points
and any other point belongs to some cloud, we conclude
that all the clouds in IUSC must be covered uniquely by
S. For each variable Xi, where 1 ≤ i ≤ N , we set the
variable Xi to true if its corresponding unit disk is in

S; otherwise, we set Xi to false. To show that this re-
sults in a truth assignment, suppose for a contradiction
that there exists a clause C that is not satisfied by this
assignment. Take any variable X ∈ C. If x ∈ C (resp.,
x ∈ C), then the variable X is set to false (resp., true)
by the assignment and so the variable unit disk corre-
sponding to X is not in S (resp., is in S). Consequently,
it follows from the construction that the point clause of
C is not covered by the wire arriving from X. This
means that none of the wires arriving at C will cover its
point clause — this is a contradiction to the feasibility
of S.

(⇐) Given a truth assignment for ISAT, we construct
a feasible solution S for IUSC covering at least c · (K+ 1)
points uniquely as follows. For each variable Xi in ISAT,
where 1 ≤ i ≤ N : if Xi is set to true, then we add
the corresponding variable unit disk into S; otherwise,
we add the start disks intersecting this variable unit
disk into S. Consequently, every other unit disks of the
corresponding wires are added into S in such a way that
each cloud is covered uniquely by one of the unit disks
along the wire. Clearly, all clouds are covered by S.
Moreover, S also covers all the clause points because
the only way to have a clause C satisfied is to have at
least one of the wires arriving at C covering the clause
point of C. Finally, by adding every other unit disk
of each wire into S, we ensure that all the clouds are
covered uniquely by S. Since we have c clouds each of
which consists of K + 1 points, we conclude that S is a
feasible solution that covers at least c · (K + 1) points
in IUSC uniquely. �

By Lemma 1, we have the following theorem.

Theorem 2 The Unique Disk Set Cover is NP-
hard.

NP-Hardness for Unit Squares. The proof for the
NP-hardness of the Unique Square Set Cover prob-
lem is almost identical to the one shown above for unit
disks. In what follows, we mainly describe the gadgets
for unit squares so as then one can verify that the hard-
ness follows.

Starting by the comb-shape form of Knuth and
Raghunathan [10] for an instance of the Planar VR3SAT
problem, we replace each variable vertex with a unit
square and will then have three (unit-square type) wires
connecting the variable unit square to the correspond-
ing clause gadgets. This is again doable even if we have
one bend along the wire; see Figure 5 for an illustra-
tion. Moreover, we can make the three wires arriving
at a clause to have a non-empty intersection region in
which we insert our single clause point. Finally, the
negation pair is constructed in an analogous way. See
Figure 5. Note that more unit squares are used (than
unit disks) in a wire connecting a variable unit square to
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Figure 5: An illustration of the gadgets for unit squares.

Solid and dashed unit squares alternate for better visibility.

its corresponding clauses. However, we can still ensure
to have the scaling step to have a polynomial number
of unit squares in each wire.

One can verify that the construction is again polyno-
mial in K and N , and we can prove a lemma similar
to Lemma 1 for this new construction. So, we have the
following result.

Theorem 3 The Unique Square Set Cover is NP-
hard.

3 PTAS

In this section, we give a PTAS for the Unique Square
Set Cover problem by applying the mod-one approach
of Chan and Hu [2]; we first describe this approach.

Recall the dynamic programming involed in the
PTASes developed by Ito et al. [9], and Erlebach and
van Leeuwen [6]. The dynamic program is essen-
tially based on the line-sweep paradigm by considering
points and squares from left to right, and extending the
uniquely covered region sequentially. However, adding
one square can influence squares that were already cho-
sen and so we need to keep track of the squares that are
possibly influenced by a newly-added square. The com-
plication stems mainly from the fact that a new square
may influence too many squares. This requires keeping
track of the changes on the two separate chains induced
by the boundary of the current squares. The mod-one
approach avoids this complication by transforming these
chains into two chains that are connected at the corner
points.

For a set S = {s1, . . . , st} of t unit squares contain-
ing a common point, where s1, . . . , st are arranged in

Figure 6: A monotone set consisting of three unit squares

(left), and the resulting set after applying the mod-one trans-

formation (right).

increasing x-order of their centres, the set S is called a
monotone set if the centres of s1, . . . , st are in increasing
or decreasing y-order. The boundary of the union of the
squares in a monotone set S consists of two monotone
chains, called complementary chains. In the mod-one
transformation, a point (x, y) in the plane is mapped
to the point (x mod 1, y mod 1), where x mod 1 de-
notes the fractional part of the real number x. Applying
the mod-one to a monotone set transforms the squares
in such a way that the two complementary chains are
mapped to two monotone chains that are connected at
the corner points. See Figure 6 for an illustration.

We now show that the mod-one approach provides a
PTAS for the Unique Square Set Cover problem.
The plan is to first give an exact dynamic programming
algorithm for a special variant of the problem, where
the points in P are all inside a k × k square for some
constant k, and then to apply the shifting strategy of
Hochbaum and Maass [7] to obtain our PTAS. Note that
this follows the framework of [2] with the only difference
that we store 6-tuples of unit squares, instead of storing
4-tuples, when solving the dynamic programming.

Lemma 4 Let OPT denote an optimal solution for an
instance of the Unique Square Set Cover problem
in which the set P is inside a k × k square, for some
constant k. Then, OPT can be decomposed into O(k2)
monotone sets.

Proof. This lemma is essentially proved in [2], but for
a different problem. The idea is to draw a unit side-
length grid over the k × k square and then show that
each unit square appears in the boundary of the union of
unit square containing a fixed grid point p. By dividing
the plane into four quadrants at p and grouping the
unit squares containing p based on their contribution to
the part of the union boundary in quadrants, OPT is
decomposed into 4(k + 1)2 monotone sets. �

We now give an exact dynamic programming algo-
rithm for the variant of the Unique Square Set
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Cover problem, where all points of P are inside a k×k
square for some constant k.

Theorem 5 For any instance of Unique Square Set
Cover problem in which the set P is inside a k × k
square for a constant k, the optimal solution can be com-
puted in O(n ·mO(k2)) time.

Proof. We describe the dynamic programming algo-
rithm by a state-transition diagram. We store 6-tuples
of unit squares in each state. More specifically, a state
is defined to consist of (i) a vertical sweep line ` that
passes through a corner of an input square, after tak-
ing mod 1, and (ii) O(k2) 6-tuples of unit squares of
the form (sstart, sprev′ , sprev, scurr, scurr′ , send) given that
sstart, sprev′ , sprev, scurr, scurr′ , and send are in the in-
creasing order of x-coordinate, they form a monotone
set, and ` lies between the corners of sprev and scurr
mod 1.

Observe that each 6-tuple corresponds to a monotone
set S: sstart and send represent the start and end squares
of S and sprev and scurr represent the squares of the two
complementary chains of S, after taking mod 1, that
are intersected by the sweep line `. Moreover, we define
sprev′ and scurr′ as the predecessor of sprev and the suc-
cessor of scurr, respectively. We now define a transition
between two states and its cost function. Given a state
A, we create a transition from A to a new state B as
follows. Let (sstart, sprev′ , sprev, scurr, scurr′ , send) be the
6-tuple such that the corner point of scurr has the small-
est x-coordinate mod 1. First, the new sweep line `′ is
located at the corner of scurr. Next, we replace this 6-
tuple by a new 6-tuple (sstart, sprev, scurr, scurr′ , s

′, send),
where s′ is a unit square that satisfies the conditions of
a state. B is now set to this new state with having all
other 6-tuples left unchanged. To see the cost of this
transition, let x (resp., y) be the number of points in P
that lie between ` and `′, after taking mod 1, and are
not covered (resp., are covered uniquely) by the squares
from the O(k2) 6-tuples of unit squares, before taking
mod 1. If x > 0, then we remove this transition from the
diagram (since all points must be covered). Otherwise,
we set the cost of this transition to y.

The problem is then reduced to finding the longest
path in this state-transition diagram for which we can
appropriately add the start and end states. Since the
diagram is a directed acyclic graph, we can construct
the diagram and find the longest path in O(n ·mO(k2))
time. �

We can now apply the shifting strategy of Hochbaum
and Maass [7] to obtain our PTAS. The proof of the
following theorem is much similar to the one given in [2]
and so we omit it here.

Theorem 6 For any fixed constant ε > 0, there exists
a polynomial time (1 + ε)-approximation algorithm for
the Unique Square Set Cover problem.

4 Conclusion

In this paper, we showed that the Unique Disk Set
Cover and Unique Square Set Cover problems
are both NP-hard and gave a PTAS for the Unique
Square Set Cover problem. Our PTAS is based on
the mod-one transformation of Chan and Hu [2], which
does not apply to unit disks. Giving a PTAS for the
Unique Disk Set Cover remains open.
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Stabbing Line Segments with Disks and Related Problems

Raghunath Reddy M∗ Apurva Mudgal†‡

Abstract

We show that the problem of stabbing a set of line seg-
ments with minimum number of unit disks is APX-hard.
However, we give a PTAS when no two line segments
intersect. The approximation hardness of the problem
remains the same, even when the objective is to stab
unit disks with line segments. In addition to this, we
show that stabbing circles with circles is also APX-hard.
On the other hand, we show that there exists a PTAS
for stabbing disks with disks.

1 Introduction

We are given two sets of objects X and Y. One has to
find a minimum cardinality subset Y ′ of Y such that for
each X ∈ X , there is an object Y ∈ Y ′ and X ∩ Y 6= ∅.
We call this problem as stabbing objects with objects. We
consider sets X ,Y of objects like disks, line segments,
circles. We say an object Y stabs (hits) another object
X iff X ∩ Y 6= ∅. An example is shown in Figure 1.

(a) (b) (c)

Figure 1: (a) All the line segments except the bottom
one are hit by the disk. (b) Disk H1 hits both the disks
D1 and D2. (c) Circle H2 hits circle C1 but not circle
C2 since the boundaries of H1 and C2 do not intersect.

Following problems are considered in this paper.

Problem 1: Stabbing Line Segments with Disks
(Stab-LS-Disks). Let X be a set of line segments
and Y be a set of disks.
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Problem 2: Stabbing Disks with Line Segments
(Stab-Disks-LS). Let X be a set of disks and Y be a
set of line segments.

Problem 3: Stabbing Circles with Circles (Stab-
Cir-Cir). Let both X and Y be the sets of circles.

Problem 4: Stabbing Disks with Disks (Stab-
Disk-Disk). Let both X and Y be the sets of disks.

We can note that both the geometric set cover and
hitting set problems which are known to be NP-hard
[7] with unit disks and points respectively, are special
cases of Stab-LS-Disks and Stab-Disks-LS respectively.
Further, these problems are also a special case of Stab-
Disk-Disk. Therefore, the problems Stab-LS-Disks,
Stab-Disks-LS, and Stab-Disk-Disk are also NP-hard.
Further, in discrete case, Stab-Cir-Cir is known to be
APX-hard [9].

Results.

1. Stab-LS-Disks is APX-hard, even if the disks in Y
are unit disks and we are allowed to choose their
positions. However, we give a PTAS for a special
case of Stab-LS-Disks, when no two line segments
in X intersect.

2. Stab-Disks-LS is APX-hard, even for unit disks.
There exists a PTAS for a special case where no
two line segments intersect.

3. Stab-Cir-Cir is APX-hard, even if we are allowed
to choose the position of the (unit) circles in Y.

4. There exists a PTAS for Stab-Disk-Disk.

Previous Work. For geometric set cover with disks, a
PTAS is given by Mustafa and Ray [11]. Later Aschner
et al. [2], Wan et al. [12] also gave a PTAS for the
same problem and the results hold true for geometric
set cover with squares also. For weighted geometric set
cover with unit squares, Erlebach et al. gave a PTAS
[6].

On the other hand, Chaplick et al. [5] proved that
stabbing polygonal chains with rays is APX-hard. Katz
et al. [10] proved that stabbing horizontal line segments
with vertical line segments is NP-complete, whereas the
problem lies in P when the hitting objects are vertical
lines.
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2 Approximation Hardness

2.1 Stabbing Axis-Parallel Line Segments with Unit
Disks

In this section, we show that Stab-LS-Disks is APX-
hard by giving a polynomial-time reduction from
MAX−3SAT (5) (optimization version of 3SAT where
every variable can occur in at most 5 clauses) which is
known to be APX-hard [1]. In fact, we show that a spe-
cial case of Stab-LS-Disks is APX-hard, where each line
segment in X is axis-parallel, and all the disks in Y are
unit disks. Further, we assume that we can choose the
positions of the disks in Y.

Let φ be an instance of MAX−3SAT (5) with n vari-
ables and m clauses. Let x1, x2, . . . , xn be the variables
in the instance φ. Since every variable xi can occur in at
most 5 clauses and every clause contains exactly three
literals, 5n ≤ 3m.

Consider C1, C2, . . . , Cm to be an ordering of clauses.
We say two clauses Cl and Ck (1 ≤ l < k ≤ m) to be
consecutive occurring clauses with respect to variable
xi (i = 1, 2, . . . , n) if xi occurs in both Cl and Ck but
not in any one of Cl+1, . . . , Ck−1.

We now create the instance Iφ of Stab−LS −Disks
for the instance φ as follows:

Clause gadget: For every clause Cj (j = 1, 2, . . . ,m),
consider a long horizontal line segment Hc

j . Place all the
horizontal line segments Hc

1 , H
c
2 , . . . ,H

c
m in the same

order (top to down), with vertical gap greater than 4
between Hc

j and Hc
j+1 for every j = 1, 2, . . . ,m− 1. We

call the line segments Hc
1 , H

c
2 , . . . ,H

c
m as clause line

segments.

Variable gadget: For each variable xi (i = 1, 2, . . . , n),
we form a cycle Li of horizontal and vertical line seg-
ments as follows:

• Consider two (small) horizontal line segments, say
Ht
i and Hb

i . We place the line segment Ht
i above

the line segment Hc
1 with vertical distance greater

than 4. Similarly, we place the line segment Hb
i

below the line segment Hc
m with vertical distance

greater than 4.

• Consider two long vertical line segments, V lefti and

V righti . We place them at a horizontal distance

greater than 2 and a unit disk can hit (i) both V lefti

and Ht
i , (ii) both V righti and Ht

i , (iii) both V lefti

and Hb
i , and (iv) both V righti and Hb

i . Hence the

vertical line segments V lefti and V righti intersect all
the clause line segments Hc

1 , H
c
2 , . . . ,H

c
m.

Place all the cycles L1,L2, . . . ,Ln such that no unit
disk can hit two line segments from different cycles. For
the outline of the cycles Li and Li+1, see Figure 2.

Figure 2: Outline of cycles Li and Li+1.

We now break the line segments V lefti and V righti , for
i = 1, 2, . . . , n, into small pieces as follows:

Step 1 Suppose the variable xi occurs in clause Cj . We

break both line segments V lefti and V righti at the
intersection point with clause line segment Hc

j . In

total, V lefti and V righti breaks into at most 6 pieces
each. Moreover, only two consecutive pieces can be
hit by a unit disk. Further, if Cl and Ck are two
consecutive occurring clauses with respect to xi,
then there is a unique piece (say V lefti,(l,k)) of V lefti

and a unique piece (say V righti,(l,k)) of V righti between

both clause line segments Hc
l and Hc

k.

Step 2 If the variable xi occurs as the same literal in two
consecutive occurring clauses Cl and Ck, then we
break each V lefti,(l,k) and V righti,(l,k) into two pieces such

that only the new two pieces can be hit by a unit
disk. See Figure 3.

Step 3 Further, we break the top most piece of V righti into
two pieces before Hc

1 and place them such that
a unit disk can hit only these two pieces. Simi-
larly, we break bottom most piece of V righti into
two pieces below Hc

m and place them such that a
disk can hit only these two pieces.

An example is given in Figure 4.
Let li = |Li| for i = 1, 2, . . . , n. Then the number of

line segments, say L, in the instance Iφ is Σni=1li + m.
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Figure 3: Variable xi occurs in clauses Cl and Ck with
same sign and does not occur in clauses Cl+1, . . . , Ck−1.

Figure 4: An instance of Iφ corresponding to 3SAT (5)
instance φ with clauses C1 = x1 ∨ ¬x2 ∨ x4, C2 = x1 ∨
x2 ∨x3, C3 = x2 ∨¬x3 ∨x4, and C4 = ¬x1 ∨¬x2 ∨¬x3.

From the construction, we can note that |Li| ≤ 24 for
i = 1, 2, . . . , n. Moreover, |Li| is even (i = 1, 2, . . . , n).
Then L = Σni=1li +m ≤ 24n+m. Hence the reduction
completes in O(n+m) time.

In the instance Iφ, if the variable xi occurs in clause

Cl then the number of pieces of V righti and V lefti above
Hc
l (alternatively, below Hc

l ) differ by one. Further,
in cycle Li (i = 1, 2, . . . , n), only two consecutive line
segments can be hit by a unit disk. Hence we have the
following lemma.

Lemma 1 There exist two minimum size sets of unit
disks of size li/2 each, which hits all line segments in
Li (i = 1, 2, . . . , n).

Let Di be a set of li/2 unit disks which can hit all the
line segments in Li (i = 1, 2, . . . , n). Then every unit
disk in Di hits exactly two line segments from Li and
every line segment in Li hit by exactly one disk in Di.
Moreover, a disk D ∈ Di can hit a clause line segment
HC
l only if the variable xi occurs in clause Cl.

Lemma 2 Let the variable xi occur in a clause Cl.
Then exactly zero or two disks in Di hit the clause line
segment Hc

l .

We partition the set of disks Di into Dlefti and Drighti

which hit the pieces of V lefti and V righti respectively.

Lemma 3 The disks in Dlefti (and Drighti ) hit either
only all the clause line segments in which xi occurs as
positive literal or only all the clause line segments in
which xi occurs as negative literal.

Proof. Without loss of generality, we assume that the
variable xi occurs in the clauses Cl1 , Cl2 , . . . , Cl5 (1 ≤
l1 < l2 < · · · < l5 ≤ m). Assume that xi occurs in the
clause Cl1 as a positive literal. Other case is similar.

Let the variable xi occur in the clause Cl2 as a positive
literal. Then there exist four consecutive line segments
V1, V2, V3, V4 pieces of V lefti such that (i) only the line
segments V1, V2, and Hc

l1
can be hit by a disk D1, (ii)

only both line segments V2 and V3 can be hit by a disk
D2, and (iii) only the line segments V3, V4 and Hc

l2
can

be hit by a unit disk D3. See Figure 5(a). But the

set Dlefti contains either both D1 and D3 or only D2.
Hence either both clause line segments Hc

l1
and Hc

l2
or

none is hit by disks in Dlefti .
Let the variable xi occur in clause Cl2 as a negative

literal. Then there exist three consecutive line segments
V1, V2, V3 pieces of V lefti such that (i) only the line seg-
ments V1, V2, and Hc

l1
can be hit by a unit disk D1 and

(ii) only the line segments V2, V3, and Hc
l2

can be hit

by a unit disk D2. See Figure 5(b). But the set Dlefti

contains either D1 or D2. Hence only one of the clause
line segment among Hc

l1
and Hc

l2
can be hit by disks in

Dlefti .
By repeating the above argument for clauses

Cl2 , Cl3 , Cl4 we can prove the lemma. �

From Lemma 2 and Lemma 3, disks in Di hit either
only clause line segments in which the variable xi occurs
as a positive literal or only clause line segments in which
the variable xi occurs as a negative literal. In the first
case, we assign truth value True to xi and in other case,
we assign truth value False to xi.

Lemma 4 φ will have a satisfying assignment if and
only if Iφ has an optimum solution of size Σni=1li/2.

Proof. Suppose φ has a satisfying assignment
(s1, s2, . . . , sn) where si ∈ {True, False} for
i = 1, 2, . . . , n. For every variable xi (i = 1, 2, . . . , n),
we pick the set of disks Di corresponding to the
truth assignment si. The disks in Di hit all the line
segments in Li and |Di| = li/2 for i = 1, 2, . . . , n.
Since (s1, s2, . . . , sn) is a satisfying assignment, there
exists a literal in every clause Cj (j = 1, 2, . . . ,m)

203



28th Canadian Conference on Computational Geometry, 2016

Figure 5: Variable gadget segments between clause
segments corresponding to two consecutive occurring
clauses Cl1 and Cl2 for variable xi: (a) xi is positive
in both clauses and (b) xi is positive in Cl1 and nega-
tive in Cl2 .

which is true and disks corresponding to that lit-
eral will hit the clause line segment Hc

j . Hence
D1 ∪D2 ∪ . . .Dn is an optimum solution to an instance
Iφ and |D1 ∪ D2 ∪ . . .Dn| = Σni=1li/2.

Let D be an optimal solution to an instance Iφ of size
Σni=1li/2. Partition the set D into D1,D2, . . . ,Dn and
R, where Di ⊆ D is the set of disks which hit the line
segments in the cycle Li (i = 1, 2, . . . , n) and R is the
set of remaining disks.

Therefore, |D| = Σni=1|Di|+ |R|
= Σni=1|li/2|+ |R|

Hence |R| = 0, which implies |Di| = Σni=1li/2, and
the disks in Di must be a set of disks corresponding to
some truth value of the variable xi. Since D hits all the
line segments in the instance Iφ, then every clause line
segment Hc

j (j = 1, 2, . . . ,m) is also hit by some disk
D ∈ Di such that xi is in Cj . Then we assign the truth
value to xi such that the value of literal of xi is true.
Hence the clause Cj is also true. Therefore, by consid-
ering all such assignments, every clause C1, C2, . . . , Cm
will be satisfied. �

Theorem 5 If OPT (φ) = m then OPT (Iφ) =
Σmi=1li/2 and If OPT (φ) < (1 − ε)m then OPT (Iφ) >
(1 + ε′)Σmi=1li/2, where ε′ = ε/36.

Proof. First case follows from Lemma 4. We now prove
the latter case. Let D be a feasible solution to the in-
stance Iφ. Without loss of generality, we assume that (i)
any disk in D which intersects clause line segment Hc

l

also intersects line segments in the cycle Li for some
variable xi which occurs in Cl and (ii) no disk in D can
hit only one line segment from Li for some variable xi.

Partition the set D into D1,D2, . . . ,Dn such that
Di ⊆ D is the set of disks hitting the line segments in Li.
Let V1 = {xi | |Di| = li/2} and V2 = {xi | |Di| > li/2}.
Then all the disks in Di, for xi ∈ V1, are correspond-
ing to one of the truth assignment True or False. Let
D′1 = Di1 ∪ Di2 ∪ . . . ∪ Dik where xi1 , xi2 , . . . , xik ∈ V1
and D′2 = D \ D′1.

For xi ∈ V1, we assign the truth value according to
the disks in Di. Then only less than (1 − ε)m clauses
will be satisfied, since no assignment satisfies more than
this number. Hence less than (1 − ε)m clause line seg-
ments can be hit by disks in D′1. Therefore, greater than
εm clause line segments have to be hit by disks in D′2.
Further, |D′2| = Σi:xi∈V2

li
2 + β, where β ≥ |V2|.

We know that every variable is in at most 5 clauses.
Even if we pick all the disks in Di corresponding to
a variable xi ∈ V2 then the disks can hit at most 5
clause line segments. Hence if we even pick all disks
in the set D′2, these will hit at most 5|V2| clause line
segments, which must be greater than εm. Thus 5|V2| >
εm. Therefore β ≥ |V2| > εm

5 .

Therefore, |D| = |D′1|+ |D′2|
≥ L′

2 + β where L′ = Σni=1li/2

> L′

2 + εm
5

= L′

2 (1 + 2εm
5L′ )

= L′

2 (1 + 2εm
5×24n ), ( L′ ≤ 24n)

= L′

2 (1 + 2ε(5n/3)
5×24n ) , (5n ≤ 3m)

= L′

2 (1 + ε
36 )

= L′

2 (1 + ε′), where ε′ = ε
36

Therefore, if OPT (φ) < (1 − ε)m then the optimal

solution for instance Iφ will have more than L′

2 (1 + ε′)
disks, where ε′ = ε

36 . �

2.2 Stabbing Circles with Unit Circles

Theorem 6 In continuous case, Stab-Cir-Cir is APX-
hard.

Proof. In the above reduction, MAX − 3SAT (5) to
Stab-LS-Disk, we replace every clause line segment with
a big circle and place these circles in a nested fashion
with sufficient gaps. Formally, let C1, C2, . . . , Cm be the
circles corresponding to the clauses C1, C2, . . . , Cm. All
clause circles C1, C2, . . . , Cm have a common center, ra-
dius of C1 is very large, and radius of Ci+1 is α more
than that of Ci where α is a fixed constant greater than
4. Since the radius of C1 is very large, we can find a
rectangular region where every clause circle looks like a
line segment and we can place all the variable cycles in
that region. To place a variable cycle, we replace every
vertical line segment in the cycle with a circle. The left
and right portions of the cycle are placed far apart so
that no unit circle can hit both portions. Finally, two
circles corresponding to the horizontal line segments at
the top and bottom are added. Consecutive variable
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cycles are placed far apart and the rest of the analysis
is similar to the reduction from MAX − 3SAT (5) to
Stab-LS-Disk. �

2.3 Stabbing Unit Disks with Axis-Parallel Line Seg-
ments

We now show that Stab-Disks-LS is APX-hard, even if
the disks in X are unit disks and line segments in Y
are axis-parallel. Our reduction uses a special case of
set cover, called SPECIAL − 3SC. Chan and Grant
[4] introduced this problem and proved that it is APX-
hard. We give the definition of SPECIAL−3SC below
(we use the same terminology of [4]).

Definition 2.1 (SPECIAL-3SC) [4] Let U =
{a1, a2, . . . , an, w1, w2, . . . , wm, x1, x2, . . . , xm, y1, y2, . . . ,
ym, z1, z2, . . . , zm} be a universe with 2n = 3m. Let S
be a collection of 5m subsets of U such that for each
1 ≤ p ≤ m we can find three integers 1 ≤ i < j < k ≤ n
with the sets {ai, wp}, {wp, xp}, {aj , xp, yp}, {yp, zp},
and {ak, zp} in S. Further, exactly two sets contain the
element at (1 ≤ t ≤ n).
Set cover with range space (U ,S) is called SPECIAL-
3SC.

Theorem 7 Stab-Disks-LS with unit disks and axis-
parallel line segments is APX-hard.

Proof. We will find an instance I ′ of Stab-Disks-LS for
every instance I of SPECIAL-3SC and will have a one-
to-one correspondence between solutions of I and I ′.

Consider a unit disk for every element in the universe
U and a horizontal or vertical line segment for every
set in S. We place all the unit disks corresponding to
a1, a2, . . . , an such that their centers are on the same
horizontal line with sufficiently large gap. There are n
consecutive horizontal strips where the p-th strip con-
tains the disks corresponding to wp, xp, yp, zp. Within
the p-th strip, centers of the disks corresponding to wp
and xp are on the same horizontal line, the centers of the
disks corresponding to xp and yp are on the same ver-
tical line, and the centers of the disks corresponding to
yp and zp are on the same horizontal line (see Figure 6).
We know that each of the elements ai, aj , ak appear in
exactly two sets of S. For element ai, if p is the smallest
index such that the set {ai, wp} is in S then place the
center of disk corresponding to the element wp to the left
of the center of the disk corresponding to the element
ai. Otherwise place the center of the disk corresponding
to wp to the right of the center of the disk corresponding
to ai. Do the same for the other two elements aj and
ak. Finally, add horizontal and vertical line segments
as shown in Figure 6 for the five sets {ai, wp}, {wp, xp},
{xp, yp, aj}, {yp, zp}, and {ak, zp}. �

Figure 6: Embedding an instance of SPECIAL-3SC into
Stab-Disks-LS.

3 Polynomial-Time Approximation Schemes

In this section, we apply local search method given
in Algorithm 1 which is similar to [11]. As noted by
Mustafa and Ray [11], Steps 2 − 5 will be repeated at
most |Y| times and finding S1 and S2 in each such rep-

etition requires us to go over
(|Y′|
l

)(|Y′|
l−1
)

possibilities.

Algorithm 1

1: Let Y ′ ⊆ Y be a set of objects which stabs all objects
in X .

2: Consider S1 ⊆ Y ′ and S2 ⊆ Y such that |S1| = l
and |S2| < l.

3: if (Y ′ \ S1) ∪ S2 stabs all the objects in X then
4: Y ′ ← (Y ′ \ S1) ∪ S2
5: end if
6: Repeat steps 2- 5 till no such S1 and S2 exist.

Let R be an optimum solution and B be a solution
returned by Algorithm 1. Without loss of generality,
assume that R∩ B = ∅.

Definition 3.1 (Locality Condition [11]) Let G =
(R∪B, E) be a planar bipartite graph with edges between
R and B such that for every object X in X there exists
an edge (R,B) in E such that both R ∈ R and B ∈
B stab the object X. We say that G satisfies locality
condition.

Lemma 8 [11] Let R∪B satisfy the locality condition.
Then |B| ≤ (1 + ε)|R| where ε = O(1/

√
l).
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3.1 A Special Case of Stab-LS-Disks

In this section, we consider X as a set of non-intersecting
line segments and Y as a set of disks. Apply Algorithm
1. Let R be an optimum solution and B be the solution
return by Algorithm 1. Further, assume R ∩ B = ∅.
In the following, we call the disks in R and B as red
and blue disks respectively. Our main contribution is
showing that R∪ B satisfies locality condition.

3.1.1 Existence of G = (R∪ B, E)

In the following, we use cen(D) and rad(D) for center
and radius of disk D respectively. We define weighted
Voronoi diagram similar to [8]. For a disk D, we define
cell(D) as the set of points on the plane which are closest
to the boundary of D than any other disk boundary.
In the following, we use the following properties given
by Gibson et al. [8]: (i) Cells are star-shaped and (ii)
cen(D) is in only cell(D).

Let L = X . Partition the set of line segments L into
Lp and Ll as follows: for L ∈ L, if there exist two disks
R ∈ R and B ∈ B such that L∩R∩B 6= ∅ then L ∈ Lp,
otherwise L ∈ Ll.

In the following, we construct a planar bipartite graph
G = (R∪B, E1∪E2) which satisfies the locality condition
for every L ∈ L. Our construction of E1 is on the same
lines as Wan et al. [12]. Find the weighted Voronoi
diagram of disks in R ∪ B. Let E1 be the set of edges
between red and blue cells in the dual graph of this
weighted Voronoi diagram. Hence we have the following
lemma.

Lemma 9 [12] The graph G1 = (R ∪ B, E1) is planar
and bipartite. For each L ∈ Lp there exists an edge
(R,B) ∈ E1 where both R ∈ R and B ∈ B stab the line
segment L at a common point.

In the following, we use ab to represent the line seg-
ment with end points a and b.

We now add a set of edges E2 to the graph G such that
the locality condition for the line segments in Ll is also
satisfied. For every L ∈ Ll, we find a minimal portion
L′ = rb of line segment L such that r ∈ R ∩ L, r ∈
cell(R) and b ∈ B ∩ L, b ∈ cell(B) for some R ∈ R and
B ∈ B. We can note that such R and B exist since both
R and B stab line segment L. Further, the points r and
b are on the boundaries of disks R and B respectively.
We will add the edge cen(R) r ∪ rb∪ b cen(B) to graph
G. We call the set of all such edges E2. Then we have
the following lemma.

Lemma 10 In the graph G = (R∪B, E1∪E2), for every
L ∈ L there exists an edge between some R ∈ R and
B ∈ B such that both R and B hit the line segment L.

Lemma 11 The graph G = (R∪ B, E1 ∪ E2) is planar.

Proof. From Lemma 9, it is clear that no two edges
in E1 intersect. We now prove that no two edges in E2
intersect. Let e1 and e2 be two edges in E2 which inter-
sect. Assume e1 = cen(R1) r1 ∪ r1b1 ∪ b1 cen(B1) and
e2 = cen(R2) r2 ∪ r2b2 ∪ b2 cen(B2) for some R1, R2 ∈
R and B1, B2 ∈ B. Hence cen(R1) r1 ∈ cell(R1),
b1 cen(B1) ∈ cell(B1), cen(R2) r2 ∈ cell(R2), and
b2 cen(B2) ∈ cell(B2).

1. r1b1 and r2b2 do not intersect since no two line
segments in L intersect.

2. Let r1b1 intersect cen(R2) r2 (or b2 cen(B2)) at a
point p. Then p lies in cell(R2) (or cell(B2) respec-
tively). Hence disk R2 (or B2 respectively) must
stab r1b1, which is not true. Therefore, r1b1 does
not intersect cen(R2) r2 (or b2 cen(B2)). Similarly,
r2b2 does not intersect cen(R1) r1 or b1 cen(B1).

3. Further, let cen(R1) r1 intersect cen(R2) r2 at a
point p. Then cell(R1) and cell(R2) must have p as
a common point which cannot be an interior point
of both cells. Further, if p was a boundary point
of both cell(R1) and cell(R2) then p = r1 = r2.
This is not possible since segments in L are disjoint.
Hence, cen(R1) r1 and cen(R2) r2 do not intersect.
Other cases are symmetric.

Therefore, no two edges in E2 intersect.
Finally, we will complete the proof by showing that no

edge in E1 intersects an edge in E2. Let e1 = cen(R1) x∪
x cen(B1) ∈ E1 where x ∈ cell(R1) ∩ cell(B1). Let
e2 = cen(R2) r2 ∪ r2b2 ∪ b2 cen(B2) ∈ E2. Other than
the above cases, only following two cases are possible
which we rule out.

1. x = r2 or x = b2. If x = r2, the disks R1 and B1

would have stabbed the line segment L, for which
we added e2 in E2, at a common point x. But then
L 6∈ Lp, a contradiction. Similarly, x = b2 can be
ruled out.

2. x = cen(R2) or x = cen(B2). If x = cen(R2), then
x is in only cell(R2) and cannot be a common point
for cell(R1) and cell(B1). Hence x 6= cen(R2).
Similarly, x 6= cen(B2).

Hence the edges e1 and e2 cannot intersect. �

3.2 PTAS for Stab-Disk-Disk

Theorem 12 Let X and Y be two sets of disks. There
exists a PTAS for finding a minimum size subset Y ′ ⊆ Y
which stabs all disks in X .

Proof. Proof is similar to Wan et al. [12]. The dual
of weighted Voronoi diagram of disks in R ∪ B gives a
planar bipartite graph which satisfies the locality con-
dition. �
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3.3 A Special case of Stab-Disks-LS

Theorem 13 Let X be a set of disks and Y be a set
of non-intersecting line segments. Then there exists a
PTAS to find a minimum cardinality subset Y ′ of Y
which stabs all the disks in X .

Proof. On the same lines of Wan et al. [12], we can
prove that the dual of Voronoi diagram of line segments
[3] in R ∪ B is a planar bipartite graph which satisfies
the locality condition. �
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Critical Placements of a Square or Circle amidst Trajectories for Junction
Detection

Ingo van Duijn∗ Irina Kostitsyna† Marc van Kreveld‡ Maarten Löffler§

Abstract

Motivated by automated junction recognition in tracking
data, we study a problem of placing a square or disc of
fixed size in an arrangement of lines or line segments
in the plane. We let distances among the intersection
points of the lines and line segments with the square
or circle define a clustering, and study the complexity
of critical placements for this clustering. Here critical
means that arbitrarily small movements of the placement
change the clustering.

A parameter ε defines the granularity of the clustering.
Without any assumptions on ε, the critical placements
have a trivial O(n4) upper bound. When the square or
circle has unit size and 0 < ε < 1 is given, we show a
refined O(n2/ε2) bound, which is tight in the worst case.

We use our combinatorial bounds to design efficient
algorithms to compute junctions. As a proof of concept
for our algorithms we have a prototype implementation
that showcases their application in a basic visualization
of a set of n trajectories and their k most important
junctions.

1 Introduction

Many analysis problems in geography have an inherent
scale component: the “granularity” or “coarseness” at
which the data is studied. The most direct way to model
spatial scale in geographic problems is by using a fixed-
size neighborhood of locations, such as a fixed-size square
or circle. For example, population density can be studied
at the scale of a city or at the scale of a country, where
one may consider the population in units with an area of
104 m2 or 25 km2, respectively. There are many other
cases where local geographic phenomena are studied
at different spatial scales. The Geographical Analysis
Machine is an example of a system that supports such
analyses on point data sets [10].

In computational geometry, the problem of computing
the placement of a square or circle to optimize some
measure has received considerable attention. For a set
of n points in the plane, one can compute the (fixed-size,

∗MADALGO, Aarhus University, ivd@cs.au.dk
†Université libre de Bruxelles, irina.kostitsyna@ulb.ac.be
‡Utrecht University m.j.vankreveld@uu.nl
§Utrecht University m.loffler@uu.nl

fixed-orientation) square that maximizes the number of
points inside in O(n log n) time (expand every point to
a square, and the problem becomes finding a point in
the maximum number of squares which is solved by a
sweep). Mount et al. [9] study the overlap function of
two simple polygons under translation and show, among
other things, that one can compute the placement of a
square that maximizes the area of overlap with a simple
polygon with n vertices in O(n2) time. For a weighted
subdivision, one can compute a placement that maxi-
mizes the weighted area inside in O(n2) time as well [2];
this problem is motivated by clustering in aggregated
data. In the context of diagram placement on maps,
various other measures to minimize or maximize when
placing squares were considered, like the total length of
border overlap [16].

Our interest lies in a problem concerning trajectory
data. A trajectory is represented by a sequence of points
with associated time stamps, and models the movement
of an entity through space; we will assume in this pa-
per that the movement space is two-dimensional. The
identification of “interesting regions” in the plane de-
fined by a collection of trajectories has been studied
in several papers recently. These regions can be char-
acterized as meeting places [4], popular or interesting
places [1, 5, 11, 12], and stop regions [8]. In several cases,
interesting regions are also defined as squares of fixed
size, placed suitably. The more algorithmic papers show
such regions of interest can typically be computed in
O(n2) or O(n3) time; what is possible of course depends
on the precise definition of the problem. There are many
other types of problems that can be formulated with
trajectory data. For overviews, see [3, 7].

Besides exact algorithms for optimal square or circle
placement, approximation algorithms have been devel-
oped for several problems on trajectory and other data,
see e.g. [4, 6, 15].

Motivation and problem description. We consider
a problem on trajectories related to common movements
and changes of movement directions at certain places.
Imagine a large open space like a town square, a large
entrance hall, or a grass field. People tend to traverse
such areas in ways that are not random, and the places
where a decision is made and possibly a change of direc-
tion is initiated may be specific. Also for data like ant
tracks, the identification of places where tracks go differ-
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Figure 1: A set of trajectories and square placements at
junctions of varying significance.

ent ways is of interest. Without going into details, these
observations motivate us to study placements of a square
or circle of fixed size such that bundles of incoming and
outgoing entities arise.

Consider the tracks in Figure 1. We observe that to
define places where the tracks of entities cross and where
decisions are made, we can use the placement of a square
of a certain size and where the tracks enter and leave the
square. We are interested in placements that give rise to
bundles: large subsets of tracks that enter and leave the
square at a similar place on its boundary, and with a
gap to the next location along the boundary where this
happens. The left square in the figure has five bundles
where one bundle consists of only one trajectory, and the
middle and right square have only two bundles (albeit
with different “topology”). We see that the left and
right squares indicate regions that should be considered
more significant than the middle one for being a junction.
The main difference between the left and right junctions
is that on the left, decisions are made to go straight
or change direction, whereas on the right, all moving
entities went straight and no different decisions were
taken.

We study an abstracted version of this placement
problem and ignore many of the practical issues that
our simplified definition of a junction would have. Later
in the paper we briefly address such issues by giving
a slightly more involved definition of a junction. The
majority of the paper concentrates on an abstract com-
binatorial and computational problem that lies at the
core of junction detection.

Let T be a collection of trajectories, let 2p be the
boundary of a unit square S centered at p placed axis-
aligned amidst the trajectories, and let ε be a positive
real constant. Let Q = T ∩ 2p be the set of all inter-
sections of trajectories with the boundary of the square
(here we can ignore the time component of trajectories;
they are considered polygonal lines). Two points in Q
are ε-close if their distance along 2p is at most ε. T
and 2p give rise to a clustering of Q on 2p by the transi-
tive closure relation of ε-closeness. Different clusters are
separated by a distance larger than ε along 2p. A single
cluster of Q corresponds to parts of trajectories that
enter or leave S in each other’s proximity (in Figure 1
from left to right the squares define four, three, and four

clusters respectively).
Now consider the two-dimensional space of all place-

ments of a square of fixed size by choosing its center as
its reference point. We say that a placement q is criti-
cal, if any arbitrarily small neighborhood of q contains
points inducing different clusters. This can be due to
a change in size of a cluster on 2q or to a change in
the clustering. The latter corresponds to placements
where the distance between two points of T ∩2p on 2p
is exactly ε, with no other points of T ∩2p in between.
Since noncritical points are part of a region that defines
the same clustering, one can think of the set of critical
points to be the boundary between these regions.

Results and organization. In Section 2 we analyze
the complexity of the space of critical placements for
fixed-size squares in an arrangement of n lines. We
show that the placement space has O(n2/ε2) total com-
plexity in the worst case, and can be constructed in
O(n2 log n+ k) time where k is the true complexity (the
latter appearing in the full version [14] due to space
constraints). In Section 4, we show that these results
are tight by presenting an explicit construction that ex-
hibits the worst-case behavior. In Section 5 we discuss
our application to junction detection further and show
output from a prototype implementation. We conclude
in Section 6. In the full version of the paper [14] we fur-
ther show how to extend our approach to more realistic
settings, such as placing a square on an arrangement of
line segments or placing a circle rather than a square.

2 Square on lines

We begin by studying the simplest version of the problem:
placing a unit square over an arrangement of lines. The
lines “cut” the boundary of the square into several pieces.
We are interested in all placements of the square such
that one of these pieces has length exactly ε, in which
case we call the piece an ε-segment and the placement
critical. When a piece contains one of the corners of
the square, its length is the sum of its two incident line
segments. Note that this definition of a critical placement
is a simplification of the one defined earlier in terms of
clusters; it only considers merging and splitting clusters.
In the definition from the introduction, a placement is
also critical if a corner of the square coincides with a line.
However, these placements are simply four translates of
the input lines, so the rest of this section focuses on the
harder critical placements as defined here.

2.1 Placement space

Let L be a set of lines and denote by A the arrangement
of L. For a placement of the square on A, consider all
cells that contain part of its boundary. To characterize
all critical placements, we look at how the square can
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be “moved around” such that a given cell of A contains
an ε-segment throughout the motion. For instance, in
Figure 2 on the left, we can move the square slightly left
and right such that there is always an ε-segment in the
same cell. We use the intuition of moving the square to
argue that the critical placements can be characterized
as a set of line segments, and then prove an upper bound
on how many times these line segments can intersect.

Definition 1 Let L be a set of lines and 2p be the
boundary of an axis-aligned unit square whose center is
denoted by p, and let ε > 0 be a constant. A placement
of 2p (or p) is an ε-placement if at least one connected
component in 2p \ L has length exactly ε. An ε-segment
is a connected component of 2p \ L with length exactly
ε.

Consider the example from the figure again. When
moving p to the right we maintain the indicated ε-
segment; this reduces p’s movement to one degree of
freedom. It can happen that when moving p, another ε-
segment is created in another cell. This means that this
ε-placement gives rise to two ε-segments. We assume L
to be in general position such that no two ε-segments
give p the same allowed movement (a condition that is
met after perturbing the input). Therefore no more than
two ε-segments will ever occur simultaneously.

Since ε-segments are part of 2p, it is convenient to
fix a point p′ on 2p and look at the movement of p′

instead of p. Thus, by moving the square such that an
ε-segment is maintained inside a cell c in A, the point
p′ traces a curve. If we consider only those parts of this
curve corresponding to placements where p′ lies on the ε-
segment, we observe that this subcurve is contained in c.
For instance, in Figure 2 on the bottom right, the fixed
point p′ can be moved vertically (p and the square move
accordingly) exactly between the intersection points with
L. To facilitate our analysis, we will choose a set of
fixed points on 2p such that any ε-segment will contain
exactly one of these points. For ease of presentation we
assume that 1

ε is integer, so that we can place exactly
1
ε fixed points with distance ε apart along 2p. If it
is not integer, we can pick fixed points such that an
ε-segment contains one or two such points, in which case
our analysis overcounts by a constant factor.

Since these points are fixed with respect to p, we define
them in terms of translation vectors. We write τ(X) for
the translation by τ of any object X. The inverse of τ
is denoted τ−1. Thus, in Figure 2, p′ = τ(p).

Definition 2 Let 1
ε be integer. Tε is the set of 4

ε vectors
such that 2p \ {τ(p) | τ ∈ Tε} is a set of open line
segments each of length ε, and Tε includes all vectors σ
such that σ(p) is a corner of 2p.

Let c be a cell of A and τ ∈ Tε a vector. We denote
by S(c, τ) the set of all critical placements p such that

ε

p p

Tε
ε

τ

ε
p εp

p
′

Figure 2: Top: placement of square with one ε-segment
(Left) and two ε-segments (Right). Bottom: the set of
vectors Tε (Left) and an ε-placement p with the vector
in Tp indicated (Right).

τ(p) lies on an ε-segment in c. That is, τ(S(c, τ)) is
the set of curves traced out by τ(p) under our previous
interpretation of moving p′. We note that some cells are
“too small” to contain an ε-segment, in which case S(c, τ)
is empty; other cells may contain up to two disconnected
curves (see Figure 3). As shorthand notation, let S(τ)
denote the union of all S(c, τ) over all cells in A.

If τ(p) is not a corner of 2p, then τ(S(c, τ)) coincides
with (one1 or) two parallel axis-aligned ε-segments con-
tained in c. Therefore, the number of such segments is
bounded by twice the number of cells in the arrangement
of lines. If τ(p) is a corner of 2p, the shape of S(c, τ)
is more complex. This means that a similar bound on
S(τ) as before is not as easy to achieve. Figure 3 shows
the construction of S(c, τ) when τ(p) is the upper right
corner of 2p. The curve inside c shows exactly how τ(p)
can be moved such that c contains an ε-segment con-
taining τ(p). Translated by the inverse of τ , we get the
actual ε-placements of p corresponding to the particular
cell c and vector τ . Note that the figure also shows the
only case when S(c, τ) can be disconnected, i.e. when
c contains an acute angle in the same “direction” as
τ . We will show that for the four corner vectors τ , the
curves in S(τ) have properties that allow us to bound
the complexity of the space of all ε-placements.

Lemma 1 For τ ∈ Tε and a cell c in A, S(c, τ) consists
of at most two connected subsets of a piecewise linear
and convex curve.

Proof. If τ(p) is not a corner point of 2p then S(c, τ)
is either empty or consists of two single line segments.

Without loss of generality let τ translate p to the upper
right corner of 2p. Because the result must hold for
arbitrary ε, we define the following function f related to

1Degenerate case where the width or height of c is exactly ε.
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τ

p

τ(p)

S(c, τ )

ε

c

p

p

τ

τ

Figure 3: Left: construction of the curve S(c, τ). Right:
S(c, τ) can consist of multiple pieces.

the notion of an ε-segment, but without being dependent
on ε.

For a point a, let xa be the distance to the closest line
in L left of a, and let ya be the distance to the closest line
below a; define f(a) = xa + ya. Let fc be f restricted
to the points in a cell c of A, and consider two points a
and b inside c. For a point v halfway between a and b,
we have xv ≥ (xa + xb)/2 and yv ≥ (ya + yb)/2 by the
convexity of c. It follows that fc(v) ≥ (fc(a) + fc(b))/2.
Thus, fc is a concave function inside c, and taking the
level set of a concave function yields a convex curve
(possibly extending outside c). Observe that the set of
all points a ∈ c such that f(a) = ε is the same as S(c, τ)
and is a level set of fc, so it is convex. Similarly, fc
is piecewise linear and hence, so is S(c, τ). Since there
are at most 4 points on the boundary of c where fc
has value ε, S(c, τ) consists of at most two connected
components. �

2.2 Complexity

Lemma 2 For all τ ∈ Tε, S(τ) consists of O(n2) line
segments.

Proof. For any τ not corresponding to a corner, S(τ)
contains at most two horizontal or two vertical line
segments for each cell of A. Next, assume that τ corre-
sponds to a corner of 2p, say, the upper right corner. Let
c be a cell with k edges in A, and let p be an ε-placement
such that τ(p) ∈ c. For a fixed y-coordinate of p, there
are at most two ε-placements with τ(p) ∈ c by convexity
of the cell c. Furthermore, for each vertex of S(c, τ),
the point τ(p) aligns horizontally or vertically with a
vertex of c. It follows that the complexity of S(c, τ) is
O(k). Summing over the complexities of all cells in the
arrangement gives the bound. �

We are interested in the complexity of the placement
space of 2p, and it is therefore important to know how
many times two sets of curves S(τ) and S(σ) intersect,
for τ, σ ∈ Tε. An intersection of these two sets corre-
sponds to a placement of 2p such that τ(p) and σ(p)
both lie on an ε-segment of 2p. The following lemma

shows that the number of intersections is bounded by
the complexity of A.

Lemma 3 For distinct τ, σ ∈ Tε, the intersection of
S(τ) and S(σ) contains O(n2) points.

Proof. Let p be an ε-placement such that p ∈
S(τ) ∩ S(σ), for distinct τ, σ ∈ Tε. Let A′ =
A
(
τ−1(L) ∪ σ−1(L)

)
be the arrangement of two copies

of L translated by the inverses of τ and σ. Let c denote
the cell in A′ that contains p, and let cτ and cσ denote
the cells in A that respectively contain τ(p) and σ(p)
(see Figure 4). Observe that c = τ−1(cτ ) ∩ σ−1(cσ).

Let s(τ) denote the line segment in S(cτ , τ) on which
p lies. Distinguish the following two cases for p: either
at least one end point of s(τ) or s(σ) lies in c, or none.
In the first case, without loss of generality assume that
one end point of s(τ) lies in c. By Lemma 1, S(cσ, σ)
consists of at most two convex curves, hence s(τ) inter-
sects S(cσ, σ) at most four times. Because S(cσ, σ) is
the only part of S(σ) intersecting c, it also holds that
the part of s(τ) inside c intersects S(σ) only four times.
Thus, all intersections of this kind are bounded by the
number of vertices in S(τ), which by Lemma 2 is O(n2)

In the other case, no end point of s(τ) or s(σ) lies in c.
Consider an edge e of c in A′ that intersects s(τ). Since
e intersects s(τ) it must be an edge of cσ. Therefore, it
intersects S(cτ , τ) and thus S(τ) at most twice.

Therefore, the number of intersections of this kind
is bounded by the number of edges in A′, which is
O(n2). �

Since there are O( 1
ε2 ) pairs of vectors in Tε, we immedi-

ately obtain:

Theorem 4 Given a set of n lines L, the arrangement

of ε-placements of a unit square has complexity O(n
2

ε2 ).

3 Extensions

Figure 5: A non-
convex cell c, its
subdivision, and
the (blue) curves
S(c, τ).

Here we describe how to ex-
tend the general approach
when placing a square on lines
to different, more realistic set-
tings. We describe what hap-
pens when we replace the line
arrangement with an arrange-
ment of line segments, denoted
A(T ). Additionally, we de-
scribe how to adapt the ap-
proach when placing a circle rather than a square.

3.1 Square on line segments

The definition of an ε-placement remains the same when
we place a square amidst line segments, and again we
study the complexity of the ε-placement space. In a
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pτ(p)
σ(p)

τ

σ

cτ

cσ

c

Figure 4: Example arrangement with ε-placements for two vectors τ and σ. Left: L and τ(S(τ)). Right: L and
σ(S(σ)). Center: Both combined under appropriate translations.

nonconvex cell c of the arrangement, the curve S(c, τ)
is no longer a piecewise linear convex curve, but it can
have several disconnected pieces; see Figure 5.

Theorem 5 Given a set of line segments T , the ar-
rangement of ε-placements of a unit square has complex-

ity O(n
2

ε2 ).

Proof. For analysis purposes, we imagine that any non-
convex cell c of A(T ) is partitioned into convex subcells
as follows. For each endpoint of a line segment, shoot a
ray in each orthogonal direction inside the cell until it
hits another line segment. Use these rays to subdivide
the cell into convex subcells, see Figure 5. If a cell c has
k endpoints in its boundary, it is partitioned into O(k2)
subcells. Within each subcell of c, the curve S(c, τ) has
the same properties as in a convex cell, and hence we
can apply the same arguments as before. The total num-
ber of endpoints is O(n), and hence the total number
of subcells analyzed in the arrangement A(T ) is O(n2).
The bound follows. �

3.2 Circle on lines

We now place a unit circle, ©p, on L, rather than a
square. We again define a set of translation vectors Tε
to points ε-spaced on the boundary of ©p, this time
assuming 2π/ε is an integer. Consider cell c in the
arrangement A. The segments in S(c, τ) are no longer
straight, but are generally elliptic.

Lemma 6 The ε-placements of a circle such that the
corresponding ε-segments lie in c form a collection of
segments and elliptic arcs.

Proof. Consider two lines `1 and `2 ∈ L. Consider a
coordinate system with the origin in the intersection
point of `1 and `2 and oriented such that `1 has equation
y = ax, and `2 has equation y = −ax. Consider an
ε-placement of a unit circle such that the ε-segment is
in the I- and IV-quadrants below line `1 and above `2
as in Figure 6.

l1:y = ax

l2:y = −ax

p

m

u

v

ε

1

Figure 6: Two lines `1, `2 ∈ L and an ε-placement of p
such that the corresponding ε-segment is in the high-
lighted region.

Let u be the intersection point of the circle and line
`2, v be the intersection of the circle and `1, and m be
a middle point between u and v. From the following
equations:

|uv|2 = 2− 2 cos ε ,

|up| = 1 ,

|vp| = 1 ,

~up× ~mp = |up| · |mp| ,
we can derive that the segment of the ε-placement curve
that corresponds to all such ε-segments that have one
end point on line `1 and another end on `2 is an arc
of an ellipse given by the following equation (refer to
Figure 7):

a2x2
(
sin
(
ε
2

)
− a cos

(
ε
2

))2 +
y2

(
a sin

(
ε
2

)
+ cos

(
ε
2

))2 = 1 .

�

From this analysis we see that a sequence of adjacent
arcs is not necessarily convex: when a > tan ε

2 the point
p is tracing the left arc of an ellipse (the convex part),
when a < tan ε

2 point p is tracing the right arc of an
ellipse (the concave part), and when a = tan ε

2 the ellipse
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l1:y = ax

l2:y = −ax

ε

p

p

l1:y = ax

l2:y = −ax
ε

Figure 7: Two lines `1, `2 ∈ L and the curve (blue) that p
traces over all ε-placements such that the corresponding
ε-segments are within the highlighted region.

degenerates to a straight segment. Nonetheless, we can
show that this cannot happen arbitrarily often.

Lemma 7 For ε < 1, S(c, τ) consists of a constant
number of piece-wise elliptic convex curves.

Proof. Consider the sequence of angles a1, a2, . . . , ak
between consecutive edges of c. Because c is convex, we
know that

∑k
i=1(π − ai) = 2π. For sufficiently small

ε (ε < 1 suffices), this implies that no more than two
angles ai can be smaller than π − tan ε

2 .
By the previous lemma, these at most two angles

correspond to concave elliptic arcs, which we report as
separate curves. The remainder of the arcs and segments
formed by boundary of c is subdivided by these gaps
into at most two piece-wise elliptic convex curves.

As in the case for squares (refer to Lemma 1), at
most two disconnected curves, each of which can be
decomposed into at most four convex subcurves, may
exist for any given τ . To see this, consider any line
with direction τ that intersects c in a segment s. As we
slide τ(p) along s, the length of the boundary piece of
©p containing the point τ(p) in c changes as a concave
function. Hence, the piece is an ε-segment at most twice.
(Note that, in contrast to the square case, it is essential
that s has orientation τ .) �

To bound the complexity of the placement space, it
is sufficient to bound the number of intersection points
between S(τ) and S(σ).

p

p

ε

ε

ε

Figure 8: Lower bound construction for squares. (left)
Point p traces an “offset” around square cell. (right) A
n
2 × n

2 grid formed by lines from L. Each cell has size
O(ε).

Lemma 8 For distinct τ, σ ∈ Tε, the intersection of
S(τ) and S(σ) contains O(n2) points.

Proof. Let A′ be the overlay of τ−1(A) and σ−1(A):
the arrangement of two copies of L translated by the
inverses of τ and σ. Let c be a cell in A′, let cτ and
cσ denote the cells in A which respectively contain τ(p)
and σ(p). Observe that c = τ−1(cτ ) ∩ σ−1(cσ).

Now, by Lemma 7, cτ and cσ both contain a constant
number of (pieces of) convex curves. Each curve piece
itself may consist of many elliptic arcs. We observe that
a convex curve, consisting of k elliptic arcs, and a second
convex curve, consisting of h elliptic arcs, may cause
at most O(k + h) intersections. We thus charge the
intersections to the pieces of S(τ) or S(σ), and note that
each piece is charged at most constantly often. �

As in the case of squares, we have O(1/ε2) distinct
translation vectors, so we can bound the total complexity
by O(n2/ε2).

Theorem 9 Given a set of n lines L, the arrangement

of ε-placements of a unit circle has complexity O(n
2

ε2 ).

4 Lower bounds

By a worst case construction we show a tight bound on
the complexity of the placement space of a square (the
construction for placing a circle is analogous). Consider
a (slightly tilted) square cell of size O(ε). The curve
traced by p of all ε-placements of a unit side square such
that an ε-segment is inside the cell is shown in Figure 8.
It forms an “offset” curve around the cell of width ≈ 2.
Place n

2 almost horizontal lines and n
2 almost vertical

lines to form a grid with cells of size O(ε) (consider all
lines slightly tilted). Figure 8 shows this construction.

A trivial upper bound2 on the complexity of the place-
ment space is O(n4), which by our construction is worst

2If ε is arbitrarily small, the arrangement of the placement space
is a collection of n2 unit squares which can intersect pairwise.
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p

2p

up
p

2p

up

Figure 9: Left: Junction-like point with its two concen-
tric squares. Middle: Solid subtrajectories are salient
for the junction. Right: ε-clustering of the salient sub-
trajectory endpoints, revealing four arms.

case tight if ε = O( 1
n ). If ε is bounded from below,

the parametrized complexity of the arrangement is also
worst-case tight.

Corollary 10 Given a set of n lines L and a parameter
ε = Ω( 1

n ), the arrangement of ε-placements has a worst

case complexity Ω(n
2

ε2 ).

5 Applications to junction detection

While junctions are normally features of (road) networks,
our objective is to extract junctions purely based on
trajectory data. This allows us to identify regions that
serve as junctions in open spaces like city squares, or to
identify places where animals pass by and choose one or
the other direction.

We describe basic properties of a junction, which moti-
vate corresponding definitions. Our approach is to treat
any point in the plane as a potential junction; we define
when a point is junction-like depending on the trajecto-
ries in its neighborhood. We show that the arrangement
from Section 2 can be used to partition the plane into
regions of points that are similarly junction-like, that
is to say they have the same basic properties. In the
full version of the paper [14] we present—as a proof of
concept—the output of a prototype implementation run
on idealized data.

Properties of a junction. A junction is a region where
trajectories enter and leave in a limited number of direc-
tions or routes, called arms of the junction. While the
moving entities initiate a direction to leave the junction
in the core area, the arms are only “visible” somewhat
further away from the core; see Figure 9. This motivates
the use of two concentric squares to decide whether a
point is junction-like. The way in which the trajectories
enter and leave the two squares determines whether the
point is junction-like and how significant that junction
is. Since we can scale the plane with all trajectories, we
can assume that the larger square is unit-size. We let
the smaller square have side length 1

2 .

For a point p in the plane, let up and 2p denote
the boundaries of squares with side length 1

2 and 1,
respectively, both centered at p.

Definition 3 A (sub)trajectory T is salient for a point
p if it lies completely inside 2p, it intersects up, and its
endpoints lie on 2p.

From a set T of trajectories we consider all subtrajec-
tories that are salient; see Figure 9. Such subtrajectories
should be maximal: their endpoints must be actual cross-
ings with the boundary of 2p and not just contacts. A
single trajectory in T can have multiple salient subtra-
jectories.

Definition 4 Given a set of points Q on the boundary
of a square 2p and a constant ε > 0, an ε-clustering is a
partitioning of Q such that for any two points q, q′ ∈ Q
belonging to the same cluster, there exists a sequence of
points q = q1, . . . , qj = q′, all in Q, such that qi and qi+1

for 1 ≤ i < j have distance at most ε along 2p.

Definition 5 Let p be a point in the plane, let T be a
set of trajectories, let ε > 0, and let Qp(T ) be the set of
endpoints of all salient subtrajectories from T . A point
p is junction-like if an ε-clustering of Qp(T ) has at least
three clusters.

When we move the point p over the plane, these clus-
ters can grow, shrink, merge and split. A cluster may for
instance split when two consecutive intersection points
from Qp(T ) become more separated than ε. A cluster
may shrink because a subtrajectory is no longer salient,
which then may also cause a split of a cluster.

It should be clear that we can compute a subdivision
of the plane into maximal cells where the ε-clustering
is the same. It should also be clear that the theory of
Section 2 discusses a simplified version of this problem
where salience is not considered.

Implementation and results. There are many ways
to obtain junctions from the junction-like points and
their ε-clusterings. There are also many ways to attach
a significance to a junction, based on the number of
clusters and their sizes. Moreover, we may want to dis-
tinguish between real junctions and crossings, where a
crossing is a junction-like region with four arms where
all trajectories go straight, and a real junction has sev-
eral different splits and merges of trajectories over the
clusters. For both types we can define their significance
in various ways. This is beyond the scope of this paper;
see [13, 14] for further discussions.

6 Conclusions and further research

We analyzed the complexity of the placement space of a
unit square or circle in an arrangement of lines or line
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segments, a problem that lies at the core of junction
detection in trajectory analysis. Our results include
upper bounds that improve on the naive O(n4) bound by
showing that two of the linear factors in fact only need to
depend on 1/ε. Increasing the number of trajectories is
not a reason to increase the granularity of the clustering,
so in practice we expect 1/ε to be much smaller than n,
if not constant. The resulting Θ(n2/ε2) bound is tight in
the worst case. The combinatorial problem is interesting
from the theoretical perspective because it combines
arrangements with distances in the arrangement.

A prototype implementation applies the result to junc-
tion detection. While the implementation demonstrates
the value of the approach and indicates that the time
complexity is not prohibitive, several simplifications of
the problem have been made and no extensive exper-
iments have been performed. In a follow-up study, it
would be interesting to augment the implementation
with circles or different shapes, and to run the algorithm
on real-world trajectory data from various sources.

From a theoretical perspective, it would be interesting
to explore further extensions of the approach (i.e. curved
trajectories, trajectories embedded in higher-dimensional
spaces), or apply it to other distance based arrangements.
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Smallest Paths with Restricted Orientations in Simple Polygons∗

Jillian Dicker† Joseph G. Peters†

Abstract

Finding a smallest path - a path that minimizes both
length and link distance - between two points in a poly-
gon has been previously studied in both the unrestricted
and rectilinear cases. In this paper we bridge the gap
between the unrestricted and rectilinear cases by con-
sidering paths whose segments are limited to a given set
of orientations. We prove that a smallest path between
two points in an arbitrarily-oriented simple polygon al-
ways exists when the path is restricted to two arbitrary
orientations. We also show that when three or more ori-
entations are allowed, a smallest path may not exist.

1 Introduction

We consider the problem of finding a smallest path -
a path that simultaneously achieves minimum length
and minimum link distance (number of segments in the
path) - connecting two points s and t where both the
path and the points are contained in an arbitrarily-
oriented simple polygon. Past results for this problem
typically focussed on either the case where the orienta-
tions of the segments of the path are not restricted, or
the case where the path is constrained to be rectilinear
(consisting of only horizontal and vertical segments).

Here we consider a restricted setO of orientations and
seek a path whose line segments are oriented according
to O. A path consisting of segments with orientations
contained in O is called an O-path. In this paper we
unify previous results by exploring the problem of find-
ing a smallest O-path connecting two points s and t.

An application of smallest paths is in VLSI design
where it is desirable to minimize both the length of a
path and the number of vias (i.e. places where a path
changes direction) [8]. In the past, VLSI design was
restricted to orthogonal orientations, but now it is often
possible to use a larger (finite) number of orientations.
Thus it is now practical to define a set O of orientations
for which we aim to find smallest O-paths between pairs
of points. Another application is in the area of motion
planning where a robot with limited directions of travel
could select directions that minimize path length.

Restricted Orientation Geometry, introduced by Gut-
ing [4] and expanded upon by Rawlins [11], attempts

∗This work was supported in part by NSERC of Canada.
†School of Computing Science, Simon Fraser University, Burn-

aby, BC, Canada

to bridge the gap between arbitrarily-oriented geometry
and rectilinear geometry. While this area remains rel-
atively unstudied, there have been some developments
concerning minimum length and minimum link distance
paths where the orientations of the path segments are
restricted to some set O. Finding a minimum length
O-path that avoids a set of non-intersecting polygo-
nal obstacles has been solved by Reich [12]. Nilsson et
al [10] gave an algorithm that finds a minimum length
O-path that avoids a set of O-oriented polygonal ob-
stacles when O is constrained to three allowable orien-
tations. Mitchell et al [9] provided an algorithm that
finds a minimum-link O-path between two points in an
arbitrarily-oriented polygon with polygonal obstacles.

Several results proving that a smallest rectilinear path
always exists between two points in a polygon have been
published. McDonald [7] showed that a smallest recti-
linear path always exists between any two points in a
simple polygon, and provided an algorithm to find such
a path. De Berg [2] and McDonald and Peters [8] in-
dependently proved a similar result for the less general
problem of finding a rectilinear path between two points
in a simple rectilinear polygon. Maheshwari and Sack [6]
later found another algorithm to find a smallest recti-
linear path between two points in a rectilinear polygon.

In a paper more closely related to this paper, Her-
shberger and Snoeyink [5] looked at finding a mini-
mum length O-path between two points in a simple
O-oriented polygon and proved that a smallest path
always exists when there are no more than three di-
rections allowed. However we must be careful to note
the difference between the terms direction and orien-
tation; each orientation has two associated directions.
For example, the rectilinear case has two orientations -
horizontal and vertical, but four directions - up, down,
left and right. Therefore the proof given in [5] does not
prove that there always exists a smallest path for two
orientations.

Speckmann and Verbeek investigated homotopic
routing in both the rectilinear [13] and O-oriented [14]
cases. Two paths are homotopic if one can be “con-
tinuously deformed” into the other without passing
over any obstacles. In [14], it is shown that for ev-
ery path through O-oriented obstacles, there is a small-
est “smooth” O-oriented path that is homotopic. (A
“smooth” path does not skip an orientation when it
changes direction.) Two differences from our results are
that we consider paths that are contained in arbitrarily-
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oriented polygons and our polygons are simple (so no
obstacles).

A number of papers have used extreme vertices - ver-
tices that any minimum length rectilinear path must
contain - as a way to find minimum length rectilinear
paths [1, 7, 16]. Yang et al [16] defined an extreme
sequence to be a list of extreme vertices in the order
that they must be traversed between s and t. They
used extreme sequences to investigate the problem of
finding two non-crossing smallest rectilinear paths that
connect two pairs of points in a rectilinear polygon. In
this paper, we find smallest paths by finding an extreme
sequence and then finding shortest paths between each
consecutive pair of extreme vertices in the sequence.

We will prove that for any given pair of orientations
O = {θ1, θ2}, there must exist a smallest O-path be-
tween two points in any arbitrarily-oriented simple poly-
gon P where neither of the two points is on the bound-
ary of P . Additionally, we show that for any set of
orientations with |O| ≥ 3, there does not always exist a
smallest path.

2 Definitions

Definition 1 A polygon P is defined by a set of n ver-
tices V = {v1, v2, . . . , vn} and a set of line segments
E = {e1, e2, . . . , en} where ej = vj vj+1, 1 ≤ j ≤ n− 1,
and en = vn v1. Let the vertices be labelled in a coun-
terclockwise order around the boundary of P which is
denoted bd(P ).

Definition 2 A simple polygon P = (V,E) is a poly-
gon where E is not self-intersecting and no three consec-
utive vertices are co-linear. In this paper, all polygons
are assumed to be closed and simple. A polygon contains
all points in bd(P ) and the region inside bd(P ).

Definition 3 For a point z in the plane, zx and zy de-
note the x- the y-coordinates of z, respectively. The
length of a line segment xy, denoted by `(xy), is the
Euclidean length of xy.

Definition 4 A line segment l = uv where uy < vy is
α-oriented if α ∈ (0, π] is the counterclockwise angle l
makes with the horizontal ray beginning at u travelling
in the positive direction (see Figure 1). A line segment l
is φ-directed if φ ∈ (0, 2π] is the counterclockwise angle
uv makes with a horizontal ray beginning at u travelling
in the positive direction. A line segment is said to be O-
oriented if its orientation is contained in O. Let θ(u, v)
denote the orientation of the line uv and let θdir(u, v)
denote the direction of the line uv from u to v.

Definition 5 An (α, β)-path consists of a finite se-
quence of line segments where each consecutive pair of
segments shares an endpoint and each segment is either

u

v

α

β

u

v

�(u, v)
vy − uy

vx − ux

= �(uv)

= (vx, vy)
x = 0

y = 0
w

α

Figure 1: The orientation of uv is α, that is θ(u, v) = α.
The direction of vu is θdir(v, u) = π + α.

α-oriented or β-oriented. An O-path is a path consist-
ing of a finite number of O-oriented line segments. Let
`α,β(u, v) denote the length of the shortest (α, β)-path
between u and v.

Definition 6 For any point v in polygon P and φ ∈
(0, 2π], let the projection point from v onto P , de-
noted Prφ(v, P ), be x ∈ bd(P ) such that vx is con-
tained in P , is φ-directed, and is as long as possible.
If Prφ(v, P ) = v, the projection point is said to be de-
generate (see Figure 2). When the context is clear, we
will use Prφ(v) to mean Prφ(v, P ).

Definition 7 For simple polygon P , a chord is a line
segment pq that is contained in P with p, q ∈ bd(P ). A
maximal chord is a chord that is as long as possible. For
any v ∈ V and φ ∈ (0, 2π], let C(v, φ) denote the chord
vp in P where p = Prφ(v) (see Figure 2).

Definition 8 Let S = {s1, . . . , sk} with si = vi vi+1,
1 ≤ i ≤ k, be a set of line segments that define a path.
For two points p, q ∈ S, let the path along S from p to
q be denoted S(p→ q). If p and q both lie on the same
segment, that is ∃si ∈ S, p, q ∈ si, then S(p→ q) = pq.
Otherwise p and q are on distinct segments si, sj ∈ S
and S(p → q) = p vi+1 ∪ {si+1, . . . , sj−1} ∪ vj q. See
Figure 2.

Definition 9 A U-turn is a path consisting of three line
segments s1, s2, and s3 such that s1 and s3 lie on the
same side of the line containing s2. A staircase path is
a path containing no U-turns. See Figure 3.

3 Smallest Paths for Two Orientations

In this section, we prove our main result that for any
simple polygon P , any two points s, t ∈ P \ bd(P ), and
any two orientations α and β, there is a smallest (α, β)-
path contained in P between s and t. We begin by
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u

v

C

C(v, 2π)

p q

E(p→ q)

E(q → p)S

S

C
p q

u

v

Figure 2: The points p and q are the projection points
Prπ(u) and Pr2π(u), respectively. The projection point
Pr 3π

2
(u) is degenerate. C(v, 2π) is a chord but is not

a maximal chord, while C is the π-oriented maximal
chord through u. The boundary of the polygon is made
up of two subpaths S(p→ q) and S(q → p).

s1

s2

s3

u

v

φ

W

Figure 3: The segments s1, s2, s3 form a U-turn on the
(φ, π)-path from u to v. The subpath from u to w is a
staircase path.

defining the concept of an extreme vertex and showing
that any shortest s − t path must include all extreme
vertices.

Definition 10 For α, β ∈ (0, 2π] where α 6= β, and v ∈
V , P is divided into three regions by the chords C(v, α)
and C(v, β) if and only if both Prα(v) and Prβ(v) are
non-degenerate. A region is called the middle region if
it is bounded by both chords. The other two regions are
called end regions. See Figure 4. The chords themselves
are considered to belong to the end regions and each end
region is induced by the chord that bounds it.

Definition 11 A vertex v ∈ V is extreme with respect
to orientation α ∈ (0, π] if s and t are in different end
regions induced by C(v, α) and C(v, α+ π). See Figure
4. A vertex v ∈ V is extreme with respect to O if v is
extreme with respect to some θi ∈ O.

Definition 12 Given O, let θ1, θ2, . . . , θn be the se-
quence of all orientations in O ordered counterclockwise.
The orientations θi, θj ∈ O that are before and after φ
in the counterclockwise cyclic order are the neighbour-
ing orientations of φ.

Lemma 1 [15] For any two points x, y let θi, θj ∈ O
be the two neighbouring orientations of θ(x, y) where
θi = θj = θ(x, y) if θ(x, y) ∈ O. Then a shortest path

v

s

t
v

α

βIα(v, ∆φ)

Iβ(v, ∆φ)

(b)(a)Figure 4: The shaded region is the middle region in-
duced by C(v, π) and C(v, 2π), and the unshaded re-
gions are the end regions induced by the chords. The
vertex v is extreme with respect to π since s and t are
in different end regions.

(not necessarily in P ) between x and y is a staircase
path consisting of segments with orientations θi and θj.

Lemma 2 If S is a shortest path between two points
s and t, then for any two points x, y ∈ S the subpath
S(x→ y) is a shortest path between x and y.

Proof. If S(x → y) is not a shortest path between x
and y, then there is some other path Q between x and
y that is shorter. It follows that the path S(s → x) ∪
Q∪S(y → t) is shorter than S, which means that S was
not a shortest path between s and t. �

Theorem 3 (Extreme Point Theorem). Given points
s, t ∈ P , if v ∈ V is an extreme vertex with respect to
O then a shortest O-path from s to t must contain v.

Proof. Let S be a shortest O-path from s to t. Since v
is extreme, s and t are in different end regions induced
by two chords in P . This means that any path from s
to t must pass through both chords. Let x be the point
where S first intersects the first chord, and x′ be the
last point where S intersects the second chord. Note
that by definition of an extreme point, the directions
of the two chords are π apart and both intersect v, so
they will actually form a single chord across P . This
means that the line xx′ will lie entirely in P . Now S is
made up of three subpaths: S(s → x), S(x → x′), and
S(x′ → t). By Lemma 2, a shortest path is made up
of shortest subpaths, so S(x → x′) = xx′ which clearly
contains v. �

Lemma 4 For the set of all vertices that are extreme
with respect to O, there is exactly one order in which
the vertices are traversed on any shortest O-path from
s to t.

Proof. Since all extreme vertices must be included on
any shortest path from s to t, there is at least one order.
Let X be the sequence comprised of the extreme vertices
in that order together with s, t ∈ X as the first and last
points in X, and let S be a shortest path from s to
t. If X contains less than two extreme vertices, then
we are done. Otherwise, take any two extreme vertices

218



28th Canadian Conference on Computational Geometry, 2016

s

rq m

m�

Qp

R
Qn

α

q

s
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Figure 6: Configuration described in Lemma 7.

u, v ∈ X where u precedes v in X. Since S is a shortest
path, the subpaths S(s → u), S(u → v), and S(v → t)
are all shortest subpaths. Suppose that there exists a
shortest path S′ that traverses u and v in the opposite
order. Then S′(s → v), S′(v → u), and S′(u → t)
are all shortest subpaths. Since S′(s→ v) is a shortest
subpath, it is just as short as S(s→ u)∪ S(u→ v) and
we can construct a shortest path S′(s→ v) ∪ S(v → t)
from s to t that doesn’t contain u. �

To prove that there always exists a smallest (θ1, θ2)-
path from s to t, we first prove that there always ex-
ists a smallest (θ1, θ2)-path from s to any θ1-oriented
or θ2-oriented chord. Then we will be able to construct
a smallest (θ1, θ2)-path from s to t using the smallest
path from s to a chord containing t. This is the same
technique as used in McDonald’s thesis [7].

Lemma 5 For any horizontal maximal chord C in P ,
every shortest (π, α)-path from s to C ends at the same
point on C.

Proof. Suppose that there are two paths Q,R that are
both shortest (π, α)-paths from s to C. Let q, r ∈ C be
the points at which Q and R intersect C, and let m ∈ C
be a point between q and r. Let P ′ be the polygon
(not necessarily simple) defined by the boundaries Q ∪
R∪qr and let m′ be the projection point Prα(m,P ′) or

Prα+π(m,P ′), whichever is non-degenerate. We know
that m′ cannot be on the line qr because the line qr is
not α-oriented, and therefore m′ ∈ Q∪R. Without loss
of generality, suppose that m′ ∈ Q (see Figure 5). By
Lemma 1, the length of the shortest (π, α)-path from
m′ to q is equal to `(m′m) + `(mq). Let Qs = Q(s →
m′), Qq = Q(m′ → q) and let Qnew denote the path
Qs ∪m′m, which is a (π, α)-path from s to C contained
in P . Then the length of Qnew is:

`π,α(Qnew) = `π,α(Qs) + `π,α(m′,m)

< `π,α(Qs) + `π,α(m′,m) + `π,α(m, q)

≤ `π,α(Qs) + `π,α(Qq)

= `π,α(Q)

= `π,α(R)

and therefore Qnew is shorter than both Q and R, so
neither were shortest paths from s to C. �

Lemma 6 A shortest O-path between s and t that in-
tersects an O-oriented chord C does so in one continu-
ous piece.

Proof. Let S be a shortest O-path between s and t, let
pq be a part of S contained entirely on C, and suppose
that S intersects C at some point x /∈ pq. S consists of
either the subpaths S(s → x) ∪ S(x → p) ∪ S(p → t)
or S(s → q) ∪ S(q → x) ∪ S(x → t)). By Lemma 2
the subpath S(x → p) (resp. S(q → x)) must be a
shortest path from x to p (resp. q to x), and since
θ(x, p) = θ(C) ∈ O (resp. θ(q, x) = θ(C) ∈ O) the
shortest path is the straight line xp (resp. qx). This
contradicts the assumption that x /∈ pq. �

Lemma 7 For points s, t ∈ P and α ∈ (0, π], let C be
the horizontal maximal chord containing t and let S be
a shortest (π, α)-path from s to C ending at some point
x ∈ C plus the segment xt. Every U-turn in S contains
an extreme vertex.

Proof. Let e1 = wy, e2 = yq, and e3 = qz be a U-
turn in S with e1 closest to s on S. Suppose that e2
is (α + π)-directed as shown in Figure 6. The proofs
for the three other possible directions of e2 are similar.
First we show that there must be a vertex in e2. By
way of contradiction, suppose that there exists some
x′ ∈ e3 with x′ 6= q such that the line from x′ to Prα(x′)
includes a point x′′ ∈ e1. Since x′′x′ is an α-oriented
line connecting e1 and e3, it has the same length as e2
and x′′ 6= y.

1. If e3 * C, the length of the path S(s→ x′′)∪x′′x′∪
S(x′ → x) is less than the length of S(s → x), so
S(s→ x) was not a shortest path from s to C.

2. If e3 ⊆ C, the length of the path S(s→ x′′)∪ x′′x′
is less than the length of S(s → x), so S(s → x)
was not a shortest path from s to C.
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Thus x′ cannot exist and there must exist some vertex
v ∈ V on e2. Now we show that any vertex v ∈ e2 is
extreme. Consider the α-oriented chords C1 = C(v, α)
and C2 = C(v, α + π). vy ∈ C1 and vq ∈ C2, so both
chords are of non-zero length and divide P into two
end regions and a middle region. Since e2 ∈ C1∪C2, no
other part of S can intersect C1∪C2 by Lemma 6. Since
e1 lies in the end region of P induced by C1, S(s → y)
lies entirely in that end region. Since e3 lies in the end
region of P induced by C2, S(q → t) lies entirely in that
end region. Therefore v is an extreme vertex. �

Lemma 8 For points s, t ∈ P and α ∈ (0, π], a short-
est (π, α)-path from s to the horizontal maximal chord
containing t plus the straight line on the chord to t is a
shortest (π, α)-path from s to t.

Proof. Let C be the horizontal maximal chord con-
taining t and let S be a shortest (π, α)-path from s to
C ending at some point x ∈ C plus the segment xt. Let
R be an arbitrary shortest (α, π)-path from s to t. If
there are no U-turns in S, then S is a shortest path from
s to t by Lemma 1. Otherwise S contains at least one
U-turn, so let v′ be a vertex contained on a U-turn of
S such that S(v′ → t) is a staircase path. By Lemma
7 we know that v′ is extreme with respect to α or π,
so v′ must be contained in R. Since both S(s → x)
and R are shortest paths, they are made up of short-
est subpaths by Lemma 2. Thus both S(s → v′) and
R(s → v′) must be shortest paths from s to v′ and so
have equal length. Furthermore, since S(v′ → t) con-
tains no U-turns, it is a shortest (π, α)-path from v′

to t and therefore R(v′ → t) has the same length as
S(v′ → t). Therefore S is a shortest path from s to
t. �

Lemma 9 For a horizontal maximal chord C in P , s ∈
P , and α ∈ (0, π], there exists a smallest (π, α)-path
from s to C.

Proof. A minimum-link (π, α)-path from s to C always
exists [9]. We prove that a smallest path exists by in-
duction.
Basis: The theorem is obviously true when there are
two or fewer links in the minimum-link path from s to
C.
Inductive Hypothesis: Assume that we can find a small-
est path from s to C when there are k or fewer links in
a minimum-link path from s to C.
Inductive Step: Let Q be a minimum-link path from s
to C with k+1 segments. The k+1st segment of Q must
be α-oriented since otherwise we could shorten Q by re-
moving it. Therefore the kth segment of Q is π-oriented,
and we can draw a maximal chord C ′ that contains the
kth segment of Q. By the inductive hypothesis, there is
a smallest path Q′ from s to C ′ with k − 1 segments.
Let q ∈ C ′ be the point at which Q′ ends. See Figure 7.

C

s

t

C �
q

Q�

C �
sub{
x

y

Figure 7: Configuration described in Lemma 9.

Let C ′sub be the set of points on C ′ such that one α-
oriented segment contained in P can connect C ′ and C.
Note that there is at least one point in C ′sub, namely the
point at which the k + 1st segment of Q intersects C ′.
Furthermore, q /∈ C ′sub since otherwise Q would not be
a minimum-link path. Let x ∈ C ′sub be the closest point
to q, and let y be the point at which the α-oriented seg-
ment from x intersects C.
Now consider the path S = (Q′∪qx∪xy). By Lemma 5,
q ∈ C ′ is the unique ending point on the shortest path
from s to C ′, and by Lemma 8 we know that the short-
est path from s to x has length equal to the length
of Q′ plus the length of the segment qx. Additionally,
the distance from C ′ to C via a single link is constant.
Therefore S is both a shortest path and a minimum-link
path. �

Theorem 10 (Smallest Path Theorem). For any
points s, t ∈ P \ bd(P ) and θ1, θ2 ∈ (0, π], there exists a
smallest (θ1, θ2)-path between s and t.

Proof. Let Q be a minimum-link path from s to t. Let
k be the number of segments in Q and let the orientation
of the final segment of Q be θ1. Now without loss of
generality we can rotate the problem so that θ1 = π.
Let C be the horizontal maximal chord in P such that
the last segment in Q is contained in C. By Lemma 9,
there is a smallest path S from s to C. The path S has
(k− 1) links and ends at some point x ∈ C. By Lemma
8, S ∪ xt is a shortest path from s to t. Furthermore,
S ∪ xt has k links, which is minimum. �

4 Smallest Paths for More Than Two Orientations

For a set of more than two orientations, a smallest path
does not always exist. To show this, we prove two lem-
mas concerning shortest O-paths between two points.
Then examples for which a smallest path is not possible
will be shown for m ≥ 3 allowable orientations.
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Definition 13 In a shortest O-path S between s and
t, two points u, v ∈ S are consecutive extreme vertices
if u, v ∈ V are extreme and there is no other extreme
vertex vmid such that vmid ∈ S(u→ v).

Lemma 11 If u, v ∈ V are consecutive extreme vertices
on a shortest O-path S in P and θ(u, v) ∈ O, then uv
must be contained in P .

Proof. We can simplify the proof, without loss of gen-
erality, by rotating the problem so that θdir(u, v) = 2π.
The subpath Q = S(u → v) is a shortest path from u
to v contained in P by Lemma 2. If Q is a straight line
from u to v then θ(u, v) ∈ O and uv is contained entirely
in P . Otherwise Q contains at least one point with y-
coordinate different than uy = vy. Let z be a point in
Q that maximizes |zy − uy| and consider the π-oriented
maximal chord C through z with endpoints Prπ(z) and
Pr2π(z). By Lemma 6, Q intersects C in one continu-
ous piece, say xx′ with θdir(x, x

′) = 2π. Furthermore,
both Q(u → x) and Q(x′ → v) are shortest paths and
both lie entirely on the same side of C. It follows that
xx′ must contain an extreme vertex that is preventing
Q(u → x) and Q(x′ → v) from being shorter, so u and
v are not consecutive extreme vertices. �

Lemma 12 For any two consecutive extreme vertices
u, v, a shortest O-path contained in P from u to v is
either the line uv, if θ(u, v) ∈ O, or a staircase path
consisting of two or more segments with orientations in
O that are the neighbouring orientations of θ(u, v).

Proof. Let θi, θj ∈ O be the neighbouring orientations
of θ(u, v). If θ(u, v) ∈ O then by Lemma 11 the line uv is
contained in P and thus the shortest path in P between
u and v is uv. Otherwise we are looking for a staircase
(θi, θj)-path in P from u to v. Let R be a shortest
(θi, θj)-path from u to v in P and let S be a shortest
O-path in P from u to v. R includes all extreme vertices
with respect to θi and θj by Theorem 3. S also includes
all of these extreme vertices because θi, θj ∈ O. Since
u and v are consecutive extreme vertices with respect
to O on S, there is no other extreme vertex between u
and v in R. By Lemma 7, every U-turn in R contains
an extreme vertex. Thus there are no U-turns in R so
R is a staircase (θi, θj)-path and R is a shortest O-path
by Lemma 1. �

Theorem 13 For three or more allowable orientations,
there does not always exist a smallest path from s to t.

Proof. Figure 8 shows an example where there is no
smallest path from s to t for m = 3. By Lemma 12,
a shortest path from s to v is a staircase (θ1, θ3)-path
and the shortest path from v to t is a staircase (θ2, θ3)-
path. Therefore a shortest path from s to t must consist
of at least three segments since θ(s, v) and θ(v, t) have

s t

P

p1

p2

s t

P
θ1θ2

θ3

Υ

vv

Figure 8: There is no smallest (θ1, θ2, θ3)-path between
s and t. Any minimum length path has at least three
segments.

different neighbouring orientations. However, there is a
(θ1, θ2)-path from s to t that consists of two segments.
Therefore there is no O-path connecting s and t that
minimizes length and link distance simultaneously. For
m > 3, we add orientations θ4, . . . , θm ∈ Υ between θ1
and θ2 to the example of Figure 8. Since the neigh-
bouring orientations of θ(s, v) and θ(v, t) don’t change,
the shortest O-path connecting s and t doesn’t change.
Similarly, there still exists a 2-link path from s to t.
Therefore there is no smallest O-path connecting s and
t for O = {θ1, . . . , θm}. �

5 Conclusions

We proved that a smallest path always exists when the
path between two points in a polygon is restricted to a
setO of two arbitrary orientations. We also showed that
when O contains three or more orientations, a smallest
path may not exist. The results in [14] show that when
the paths are restricted to be “smooth” then smallest
O-paths always exist in O-oriented polygons.
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Exact Solutions for the Geometric Firefighter Problem∗

Mauricio J. O. Zambon† Pedro J. de Rezende† Cid C. de Souza†

Abstract

We consider the Geometric Firefighter Problem (gfp)
recently proposed by Klein et al. in [6], where sev-
eral problem variants were proven NP-hard. Despite
this negative result, the design of algorithms for the
gfp remains relevant as they may help reveal geomet-
ric properties of exact solutions. This paper proposes a
method for finding guaranteed optimal solutions and re-
ports on empirical tests over 900 polygons of up to 300
vertices. Almost all benchmark instances were solved
within three minutes on a standard off-the-shelf com-
puter. This was made possible by a savvy combination
of geometric preprocessing, integer programming mod-
eling and heuristics proposed here.

1 Introduction

Well known by the graph theoretic community (see [4],
[2], [3] and the references therein), the Firefighter Prob-
lem may be described as a discrete time-lapse simulation
on a graph G = (V,E) of a firefighter trying to prevent
areas adjacent to a fire from burning. At time t0, a sin-
gle vertex r ∈ V starts to burn. At the same time, a
firefighter can select a vertex v ∈ V to be shielded. After
a vertex starts to burn or is protected, it can no longer
change states. At each subsequent time ti, i ≥ 1, the fire
spreads to the (immediate) neighborhood of every burn-
ing vertex, while the firefighter chooses another vertex
to be saved. For finite graphs, the process ends when all
vertices are either burning or saved. Among the many
interesting optimization objectives for this problem, one
can seek to minimize the number of burned vertices or
the number of clock ticks required to stop the fire from
spreading further.

A natural variation of this problem on the euclidean
plane was proposed by Klein et al. ([6]), called the Ge-
ometric Firefighter Problem (gfp). In the gfp, the ob-
ject of study is a simple polygon P , while a fire origi-
nates at a predetermined point r in P . We are then in-
terested in saving regions within P from burning, which
is accomplished by choosing barriers to be built from a

∗This research was supported by grants from Con-
selho Nacional de Desenvolvimento Cient́ıfico e Tecnológico
(CNPq) #311140/2014-9, #477692/2012-5; #304727/2014-8;
#141583/2016-9; Coordenação de Aperfeiçoamento de Pessoal de
Ensino Superior (Capes) #1458729; and Faepex/Unicamp.
†{mauricio.zambon|rezende|cid}@ic.unicamp.br

pre-specified static set. To complete the description of
the problem, we are also given the (constant) speed at
which the fire spreads from point r, as well as the (con-
stant) construction speed of the barriers. How these
speeds are related affects the construction of the barri-
ers in the sense that, if the fire reaches any yet uncon-
structed point of a barrier, that barrier succumbs and
ceases to exist. More formally, we are interested in the
following variation:
Geometric Firefighter Problem: Let P be a simple
polygon, r ∈ P the fire starting point, B a set of curves
within P , and vf and vb the fire and barriers construc-
tion speeds, respectively. Find the barriers in B that
should be fully constructed in order to maximize the
area of P protected from the fire. Here, we assume vf
and vb to be constant and that the barriers have to be
built one at a time.
Previous works. The only reference to the gfp that
we are aware of is [6] where the authors formulate the
problem and prove its NP-hardness for the cases where
P is a simple polygon and B is a set of diagonals of
equal length; or P is a convex polygon and B is the set
of all of its diagonals; or P is a star-shaped polygon and
there are no restrictions on the set of barriers. The arti-
cle also presents an ∼11.65-approximation algorithm for
the gfp, as well as the description of a simpler problem,
although also NP-hard called Budget Fence Problem. In
this variant, we seek to enclose a given static region in-
side P subject to a bounded budget on the total length
of the fence built. An additional requirement is that
the constructed barriers have pairwise disjoint interi-
ors. Also, in [5], Klein et al. examine the akin case of
a circularly spreading fire on the plane at unit speed
and the question of fire containment in light of various
barrier construction speeds, paths, strategies, etc.
Our contribution. Notwithstanding the hardness of
the gfp, the following question begs to be addressed:
how efficiently can we solve instances of the gfp of in-
creasing sizes in practice? Here, we present a practical
study on solving the gfp when the set of barriers is
composed only of straight line segments inside P . We
report experiments with polygons of up to 300 vertices.

This paper is organized as follows. Additional defini-
tions are introduced in Section 2. Section 3, describes
the preprocessing phases and an Integer Programming
(IP) model for the gfp, followed by implementation de-
tails and experimental results in Section 4. Final re-
marks and conclusions are the object of Section 5.
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2 Preliminaries

In this section, we present additional definitions used in
the later description of the preprocessing phase required
for generating the IP model presented in Section 3.

We consider throughout this paper that the set of
barriers B is compliant with the linearity condition de-
scribed in [6], which states that barriers must not coop-
erate to protect a region, i.e., for any subset B′ ⊂ B, the
area protected by the union of the barriers in B′ must
be equal to the union of the areas protected individually
by each of those barriers.

Deadline. An essential concept for the undermen-
tioned model is the notion of deadline. Let fb(t) be
a function defined for a barrier b ∈ B where fb(t) = T

(true) iff b can be successfully built provided its con-
struction starts at time t, and F (false) otherwise. A
barrier b is successfully built iff the fire does not reach
any yet unconstructed point of b. We define the dead-
line of a barrier b as δb = max{t | fb(t) = T}+pb, where
pb is the time required to build b. Notice that since fb(t)
does not take into account the direction for building b,
the definition of δb actually considers both directions.

3 Algorithm

We are now ready to describe the complete algorithm
for solving the gfp, which is composed by two main
parts: a preprocessing phase and a solver phase. Pre-
processing starts by computing the deadlines for each
barrier in B with which we can obtain a primal feasi-
ble solution. The purpose of this solution is twofold.
First, it is used by the barrier elimination algorithm,
and later as a warm start for the IP solver. For analy-
sis purposes, we will split preprocessing into two stages:
s, the deadline computation and the primal algorithm,
and be, the barrier elimination algorithm. Once pre-
processing is completed, the IP model is prepared and
loaded onto the solver.

Computing deadlines. To understand how to cal-
culate the deadlines for line segment barriers, consider
Figure 1 where barrier b has endpoints bs and be, and
supporting line γb. For simplicity, consider that r, the
fire source, sees b, and that c, the closest point to r on
γb belongs to b (the following reasoning can easily be
extended to the case where c ∈ γb − b).

Although we need to take both directions of construc-
tion of b into account when computing δb, we will con-

sider the direction
−−→
bsbe here, as the steps are essentially

the same otherwise. When the fire first reaches b, at
point c, it starts spreading in both directions around c.
At this point, the building process must have reached
c, i.e., bsc has already been constructed. Let us exam-
ine the segment cbe. Let bt be the point of cbe reached
by the fire at time t. From the triangle 4rcbt we get

(vf · t)2 = d(r, c)2 + d(c, bt)
2, where d(a, b) is the eu-

clidean distance between a and b. Hence, d(c, bt) =
(v2f · t2 − d(r, c)2)1/2. In summary, d(c, bt) = scbe(t),
where sσ(t) denotes the length of the segment σ burned
by the fire at time t.

vf t

d(
c,
bm

)

d(r, c)

c

r

bs

be

bt

Figure 1: Computing deadlines.

A similar expression for the length `cbe(t) = vb · t of
the constructed portion of the barrier at time t (starting
at c) can be deduced. We now need to guarantee that
`cbe(t) ≥ scbe(t), for all τc ≤ t ≤ τbe , where τp is the
time for the fire, from r, to reach p. We can rewrite δb =
max{t | `cbe ≥ scbe(t) and τc ≤ t ≤ τbe}− pbsc + pb, i.e.,
the maximum t for which fcbe(t) = T minus the time to
build bsc plus the time to build the whole barrier. This
computation narrows down to a few closed formulas,
which we must omit due to space restrictions.

Note that a reflex vertex that occludes a (portion of
a) barrier b from r becomes a fire source to be consid-
ered in all above calculations. Moreover, since b ends up
being partitioned into smaller segments based on which
of such fire sources sees it, the value of δb is set to be
the smallest of the deadlines of these segments. Ac-
cordingly, the shortest path distances from r to the fire
sources have to be taken into account as well.

Primal solution. To obtain a feasible primal solution,
we employ two algorithms. The first one is a greedy
heuristic, and the second is the ∼11.65-approximation
algorithm from [6]. For the greedy algorithm, consider
the arrangement A = P ∪ B. Since the faces in A
are atomic with respect to the set B, we can associate
each barrier to the set of faces it protects. The algo-
rithm works as follows. At each iteration, it tries to fit
into the current construction schedule the barrier that
shields the largest unprotected area. Once a barrier
is processed, it is never considered again, regardless of
whether it was added to the solution or not.
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Barrier elimination algorithm. As it will become
clear later, the cardinality of the set of barriers directly
impacts the size of the IP model. For this reason, meth-
ods that might allow us to discard from consideration
barriers that cannot appear in an optimal solution are
worth investigating. Barriers whose time constraints
impede them from being constructed are clearly dispos-
able.

Furthermore, we designed an algorithm that discards
barriers based on the value of a primal solution (such
as those obtained with the aforementioned algorithms).
Recall that our objective is to maximize the area within
P protected from the fire. Given a feasible solution, we
know how much of the polygon will be burned under
that solution. Denote by Ab the area of said burned
region. Assuming that we do not build any unnecessary
barriers, i.e., those that do not benefit to the current
solution, we can also compute a lower bound for the
area that will be burned if we decide to build a given
barrier b. To do this, we create a directed acyclic graph
G, whose vertices are the barriers in B, and with an
edge between u and v, if barrier u dominates barrier
v, i.e., v is fully contained in the region guarded by u.
Once G is set up, for each barrier b ∈ B, we build an
arrangement Mb composed by only the barriers that do
not dominate b, i.e., the barriers that could stop the
fire from reaching b. Then, provided we decide to erect
b, a lower bound to the burned area is that of the face
fr in Mb that contains the fire source r. If the area
of fr is greater than Ab we may safely discard b since
we already know a solution that is better than any that
requires building b. Notice that there is also no need
to include in Mb any barriers dominated by b and we
can further improve the arrangement construction by
not including any dominated barrier as well, since they
will not help design fr.

The overall time complexity of the preprocessing
phase depends first on determining the visibility from
each reflex vertex to each of the |B| barriers, which can
be done in O(|B||P |2 log |P |) time1. Secondly, the com-
putation of deadlines2 can be performed in O(|B||P |)
time. Thirdly, the complexity of the algorithm respon-
sible for determining which barriers protect each of the
O(|B|2) faces of the arrangement is O(|B| log |P |) per
barrier for a total of O(|B|3 log |P |) time. Lastly, the
barrier elimination phase has time complexity O(|B|3).
Integer Programming Model. Inequalities (1)–(10)
describe an IP model for solving the gfp. The following
variables are used: one binary variable xf for each f ∈ A
(the arrangement composed by P ∪B), such that xf = 1
iff face f is shielded from the fire. For each i ∈ B, the
binary variable yi = 1 iff barrier i is used. To enforce

1Throughout this analysis, we consider arithmetic operations
on arbitrary precision rational numbers realizable in O(1) time.

2Here, square roots of fixed precision numbers are regarded as
having unit cost. See Implementation Details in Section 4.

ordering on the construction of the barriers, for each
pair of barriers (i, j), i 6= j, the binary variable νij = 1
means that barrier i will be built before j, and = 0 if
either the construction of j precedes the construction of
i or if i or j is not built at all. Finally, the continuous
variable ci, one for each barrier, indicates the time that
barrier i finishes being built, whenever it is constructed.

The objective function (1) aims to maximize the
shielded area of the polygon by maximizing the sum of
the areas of the saved faces. The set of inequalities (2)
forces that any protected face must have at least one
barrier shielding it from the fire. Restrictions (3) and
(4) ensure the total ordering of the construction of all
barriers in a solution by requiring that for all pairs (i, j)
of barriers constructed, either νij or νji is set. Inequal-
ities (5) and (6) forbid any unconstructed barrier to be
part of the total ordering. Constraints (7) guarantee
that if barrier i is constructed before barrier j, then j
cannot be completed before the instant i is finished plus
j’s own building time (here, M is a large enough value,
e.g., the sum of all barrier construction times). Con-
straints (8) and (9) force the finishing time of i to be
null if it is not built or, else, to be between its construc-
tion time pi and its deadline δi. Lastly, restrictions (10)
guarantee the integrality of the variables xf , yi and νij .

z = max
∑

f∈A
afxf (1)

∑

b∈B|
f∈S(b)

yi ≥ xf ∀f ∈ A (2)

νij + νji ≥ yj − (1− yi) ∀i, j ∈ B, i < j (3)

νij + νji ≤ 1 ∀i, j ∈ B, i < j (4)

νij ≤ yi ∀i, j ∈ B, i 6= j (5)

νji ≤ yi ∀i, j ∈ B, i 6= j (6)

cj ≥ ci + pj −M(1− νij) ∀i, j ∈ B, i 6= j (7)

ci ≥ piyi ∀i ∈ B (8)

ci ≤ δiyi ∀i ∈ B (9)

xf , yi, νij ∈ {0, 1} ∀f ∈ A,∀i, j ∈ B (10)

4 Experimental Analysis

In this section, we report on test data and results re-
garding exact solutions for the gfp.
Environment. The machine used features an Intelr

Xeonr CPU E5-2420, with 12 cores at 1.90GHz each,
and 32GB of RAM. The code was written in C++ and
compiled with GCC 5.3.0. The libraries used were
CGAL 4.7 for geometric data structures and algorithms
combined with the GMP 5.1.3 library for fixed and ar-
bitraty precision numbers, Boost library 1.60.0 for data
structures, and the Integer Programming solver IBM
ILOG cplex 12.6.1.
Implementation details. The calculation of the
deadlines described in Section 2 involves the computa-
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tion of square roots. Even though we are seeking exact
solutions for the gfp, numerical exact computation of
square roots is certainly a very time consuming task in
practice. To attenuate this problem, i.e., for the sake of
efficiency, we renounce arbitrary precision in favor of a
more realistic approach, yet equally precise for practical
purposes. All root computations are done using a finite
precision number type whose mantissa precision is set
to 128 bits (more than twice that of the double number
type). That number type is then converted to an ar-
bitrary precision rational number type that is used for
the rest of the code. Besides, notice that due to cplex’s
architecture, any attempt to employ exact square roots
would, in the end, be ill-founded.

Also, when analyzing the data reported in this sec-
tion, one should be aware of aspects regarding the use
of multi-threaded processes. While the solver is able
and was allowed to use all available threads (up to 12
in our environment), the preprocessing phases were run
on a single thread since they could not be parallelized
due to the arbitrary precision rational numbers library
not being thread-safe.

Instances. The polygons used for the tests were ob-
tained from the publicly available benchmark AGP2009a

in [1]. In total, we assembled a set of 900 instances as
follows. For each of the sizes 100, 200 and 300 vertices,
we selected 30 simple and 30 orthogonal polygons. From
each of these 180 polygons, five instances were gener-
ated with barrier construction speed vb = 2, and five
different fire speeds vf ∈ {1, 2, 4, 8, 16}. The fire source
was randomly generated inside the polygon and was the
same for each of these sets of five instances. Hence, a
total of 450 instances based on simple polygons, and 450
based on orthogonal polygons were created. To increase
the complexity of the instances, we opted for the set of
barriers to include all internal diagonals of the polygons
as also considered in [6].

Testing conditions. Initially, during the Start-up
phase (s), we discard all barriers that cannot be con-
structed due to time constraints. Next, we divide our
experiments into two strategies that differ only with re-
spect to additional barrier elimination. We either keep
all remaining barriers and simply run the IP solver on
the resulting model (Strategy 1 or sip), or apply the al-
gorithm for eliminating barriers based on a primal viable
solution (see Section 3) before applying the solver to the
reduced model (Strategy 2 or sbeip). In sbeip, we ac-
tually employ the best primal solution obtained from
the greedy or the approximation algorithm described
before. In either case, the best primal solution is also
used as a warm start for the solver. Furthermore, we
disabled all cplex’s probing algorithms since tests show
that they consume a large amount of time, with no ob-
servable efficiency improvement. Lastly, a time limit of
30 minutes was set for the solver for each instance.

Results. All of the orthogonal polygon based instances
were solved by both strategies to exactness. In the case
of simple polygons, the sbeip strategy solved all but two
instances to optimality. Another nine instances pro-
duced IP models too large to be loaded into memory.
The sip strategy could not solve to optimality the same
two instances, while a full 61 (out of 450) other ones
were too large for the available memory. This suggests
that the simple polygon based instances are harder in
practice, and that sbeip is a more powerful approach.

Let us first analyze the computing times for sip
and sbeip subsequent to the start-up time Ts (com-
mon to both strategies). These are denoted T1(ip) and
Tbe + T2(ip), respectively. The former is only the time
for the solver to optimize the larger IP model and the
latter is the sum of the times for barrier elimination
and for the solver to find a solution for the reduced
model. Table 1 shows T1(ip) and Tbe+T2(ip) for simple
polygons. For orthogonal polygons, we present only the
times Tbe+T2(ip) in Table 2, and omit the times T1(ip)
due to their similarity to the simple polygon counter-
parts. Firstly, we draw the reader’s attention to the
standard deviations, which often significantly surpass
the mean values (see Figure 2 for a typical distribution
of the measured times). This suggests that polygon size
and fire propagation speed are not determinant factors
for evaluating the hardness of an instance. Nonetheless,
note that the mean of T1(ip) in any cell exceeds the
corresponding entry for Tbe + T2(ip). More precisely,
Tbe+T2(ip) is less than T1(ip) for 73.7% of the instances
on simple polygons, and for 95.3% of the instances on
orthogonal polygons. Moreover, for the cases where
Tbe+T2(ip) ≤ T1(ip), the first was 82.2±24.7% smaller
than the second for simple polygons and 89.1 ± 16.9%
smaller for orthogonal polygons. On the other hand,
when Tbe + T2(ip) > T1(ip), the difference was only
18.6 ± 15.0% for simple polygons and 11.5 ± 9.6% for
orthogonal ones.

Now, to compare the effectiveness of the two algo-
rithms used to compute primal feasible solutions, Ta-
ble 3 shows the average percentage gap between these
and the optimal solutions for all 439 simple polygon
based instances with known optima. The column la-
beled Max displays the average of the best primal so-
lutions from the two algorithms revealing that they are
quite good in practice. Notice also that the greedy algo-
rithm does better when vf ∈ {1, 2, 16} while the approx-
imation algorithm surpasses it for vf ∈ {4, 8}. Similar
results were obtained for the orthogonal cases but ex-
hibiting them here seemed superfluous.

Since the number of diagonals on the simple polygons
of, say, 300 vertices was on average over 1000, it is inter-
esting to determine how effective the two barrier elim-
ination procedures are. Table 4 shows the percentages
of barriers discarded (w.r.t. the original numbers) by
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vf |P | = 100 |P | = 200 |P | = 300

T1(ip) in seconds

1 19.7± 17.9 125.5± 44.2 207.4± 85.3
2 18.6± 11.8 141.2± 64.4 248.7± 104.1
4 9.2± 3.9 128.9± 133.3 278.3± 109.5
8 3.1± 1.8 61.9± 56.8 291.8± 286.9

16 0.5± 0.4 13.0± 8.3 85.1± 68.2

Tbe + T2(ip) in seconds

1 8.4± 20.4 16.9± 24.5 43.4± 93.2
2 9.5± 15.4 51.8± 92.1 45.7± 81.7
4 4.5± 6.4 95.0± 183.4 87.9± 158.6
8 1.3± 1.8 23.0± 56.6 168.8± 337.0

16 0.2± 0.1 5.4± 9.6 47.7± 76.7

Table 1: T1(ip) and Tbe + T2(ip) for simple polygons.
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Figure 2: Boxplot showing time measurement distribu-
tion of Tbe+T2(ip) for simple polygons with 300 vertices
(� = average).

vf |P | = 100 |P | = 200 |P | = 300

1 1.1± 1.7 2.9± 3.2 4.3± 9.8
2 2.7± 5.3 11.1± 30.2 6.4± 16.2
4 1.3± 2.0 30.7± 103.8 12.2± 37.2
8 0.9± 1.5 10.6± 24.5 13.5± 39.7

16 0.3± 0.4 3.1± 5.2 27.4± 99.5

Table 2: Tbe+T2(ip) (seconds) for orthogonal polygons.

infeasibility (during the Start-up phase) and the ones
discarded by the be algorithm. Low fire propagation
speed (compared to barrier construction speed) leads
elimination by infeasibility to have better performance,
while high fire speed induces be to have a clear advan-
tage due to the high quality of the primal solutions.

vf Greedy Approx. Max

1 0.6± 1.5% 2.1± 2.8% 0.4± 0.7%
2 1.8± 3.7% 2.3± 3.3% 1.1± 2.1%
4 3.5± 5.6% 3.1± 4.7% 2.2± 3.7%
8 8.2± 12.5% 5.2± 7.8% 3.4± 6.2%

16 7.5± 11.2% 7.8± 12.7% 4.1± 6.6%

Table 3: Average percentage gap from the optimal so-
lutions (for simple polygons).

Simple Orthogonal

vf Infeasible be Infeasible be

1 1.7± 1.6% 75.5± 25.3% 2.8± 2.9% 85.3± 14.9%
2 4.0± 3.4% 63.6± 31.2% 5.8± 5.6% 77.1± 24.1%
4 12.6± 8.2% 52.9± 33.9% 18.1± 10.6% 67.9± 26.6%
8 27.4± 13.6% 41.8± 28.3% 40.0± 15.1% 57.8± 27.3%

16 50.2± 17.0% 21.1± 18.3% 67.2± 14.6% 37.8± 22.7%

Table 4: Percentage of barriers removed for infeasibility
and by the be algorithm.

Lastly, let us analyze the relative contributions of the
Start-up (s), barrier elimination (be) and solver (ip)
phases. Figure 3 shows the average times for Ts, Tbe
and T2(ip), for simple polygon based instances of sizes
100, 200, 300, grouped by vf ∈ {1, 2, 4, 8, 16}. Ts grows
with the size of the instance as expected. The pri-
mal solution based barrier elimination’s computing time
(Tbe) is comparatively small but tests showed that its
standard deviation is very high, ranging from 39.6 (for
|P | = 100 and vf = 16) to as high as 142.0 seconds.
This behavior is explained by the following observations.
First, be is highly dependent on the cardinality of the
set of barriers and the arrangement inside the polygon.
So, the randomness of the given simple polygons leads
to a very diverse set of barriers, however, the be al-
gorithm allows for shortcuts that easily bypass barriers
dominated by others already discarded.

A broader analysis, though, involves comparing the
average solver time Tip to the average total preprocess-
ing time Ts + Tbe for the sbeip strategy. Often Tip is
lower than the time for the whole preprocessing phase.
Still, we see that this relative performance can fluctu-
ate with the fire propagation speed. We also presume
that a more consistent behavior would be observed if
we could scale the polygon sizes much higher, since all
preprocessing steps are polynomially bounded while an
IP solver is inherently not (unless P=NP).

The data in Table 5 corroborates and quantifies some
of these observations by showing that the average of the
ratios Tip/(Ts + Tbe) is indeed small for the polygon
sizes tested. This stems from the fact that the prepro-
cessing phase does a great deal of the hard work by
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filtering out most inessential barriers (by infeasibility
and through algorithm be), leaving a much leaner IP
model.
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Ts Tbe T2(ip) for |P | = 100, 200, 300

Figure 3: Averages of Ts, Tbe, T2(ip) for simple poly-
gons.

vf |P | = 100 |P | = 200 |P | = 300

Simple

1 0.91± 2.11 0.35± 0.48 0.38± 0.81
2 1.05± 1.59 0.94± 1.46 0.39± 0.62
4 0.55± 0.77 2.22± 4.70 0.85± 1.50
8 0.22± 0.41 0.76± 1.95 2.46± 5.34

16 0.03± 0.03 0.21± 0.39 0.90± 1.51

Orthogonal

1 0.28± 0.47 0.18± 0.23 0.12± 0.38
2 0.74± 1.41 0.65± 1.91 0.20± 0.64
4 0.62± 1.24 2.16± 7.10 0.43± 1.36
8 0.59± 1.11 1.18± 2.84 0.44± 1.19

16 0.19± 0.29 0.35± 0.64 1.27± 4.57

Table 5: Averages of the ratio T2(ip)/(Ts + Tbe).

We emphasize that although the results presented in
this section are for instances whose sets of barriers are
composed only by polygon diagonals, both the prepro-
cessing and the IP model may be utilized for an arbi-
trary set of barriers formed by straight line segment that
respect the linearity condition described in Section 2.

The attentive reader must suspect that the fire source
location alone may heavily impact the complexity of an

instance. To substantiate this perception, consider Fig-
ure 4. It depicts two instances generated from the same
polygon of 40 vertices, using the same values for vf and
vb, but with different fire source location r. We solved
this instance after disabling the barrier elimination al-
gorithm (be) and we did not use a warm start for the
IP solver. Notice that the solver time T (ip) = 342.5 s
for the instance in Figure 4a is more than five times
T (ip) = 62.8 s for the instance in Figure 4b.

r
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4th

1st

(a) T (ip) = 342.5 s

r

1st
3rd

2nd

(b) T (ip) = 62.8 s

Figure 4: Optimal solutions, their barrier construction
order and directions for two instances: same polygon
and same set of barriers (all diagonals), same vf and vb;
distinct fire sources trigger contrasting solver times.

5 Conclusion

In this paper, we presented methods to solve the gfp to
exactness in practice for instances of up to 300 vertices.
In the formulation introduced here, the set of barriers
is composed only of line segments. We reported experi-
mental results over a set of 900 instances and show that
discarding barriers based on the value of a known primal
solution can be very effective and greatly improves the
overall computing time. Data also show that it is not
simple to decide a priori on the hardness of an instance
based solely on primary characteristics of the input such
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as the size of the polygon and the speed of fire propaga-
tion and of barrier construction. The initial location of
the fire source seems to play a significant role, as well.

Many directions may be considered for improving the
methods presented here in order to solve even larger in-
stances. In particular, identifying geometric properties
of a given instance that could lead to strengthening the
constraints of the model is paramount. Moreover, poly-
gons with holes, multiple sources of fire, time constraints
for firefighters to move about, concurrent barrier con-
structions and piecewise linear barriers (or even curves)
are some of the aspects worth investigating.
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Progressive Alignment of Shapes

Ashwin Gopinath∗ David Kirkpatrick† Paul W. K. Rothemund‡ Chris Thachuk§

Abstract

We introduce a natural property of shape pairs, that,
starting from any initial overlapping configuration, they
can be brought into a unique configuration of maximum
overlap by a continuous motion that monotonically in-
creases their overlap. The identification of such shapes
is motivated by applications of self-assembly, driven by
molecular forces, in nanofabrication processes.

1 Introduction

Certain shapes, a disk is the simplest example, have
the property that, starting from any initial placement
with non-zero overlap with a target placement, there is
a continuous rigid motion (a simple translation between
centres, in the case of a disk) that takes the shape to its
target placement with monotonically increasing overlap.
We are interested in designing–and certifying–such self-
aligning shapes. More generally, we are interested in
shape-target pairs, under the additional restriction that
the motion terminates in a unique placement that max-
imizes the overlap with the target. (Because of their
rotational symmetry, disks clearly do not satisfy this
restriction.)

We formalize the notion of shape alignment with some
preliminary definitions. A (planar) shape is a connected
bounded subset of <2. A placement λ of a shape A
is a proper rigid transformation of A (expressed as a
translation and rotation of A, with respect to its cen-
tre of mass). We will frequently refer to both λ and
the resulting shape, denoted Aλ, as a placement of A.
Given a target shape T , the T -overlap of a placement
Aλ is just area of intersection of T with Aλ. Placements
with non-zero T -overlap are said to be T -proximate. A
placement Aλ is locally (resp. globally) optimal with re-
spect to target shape T if the T -overlap of Aλ is locally
(resp. globally) maximum in the space of all placements
of A. A T -alignment of shape A (or simply alignment,
when T is understood), from placement λ0 to placement
λ1, is a continuous function µ from [0, 1] to T -proximate

∗Bioengineering, California Institute of Technology,
ashwing@caltech.edu
†Department of Computer Science, University of British

Columbia, kirk@cs.ubc.ca
‡Bioengineering and Computing & Mathematical Sciences,

California Institute of Technology, pwkr@caltech.edu
§Computing & Mathematical Sciences, California Institute of

Technology, thachuk@caltech.edu

placements of A, with µ(0) = λ0 and µ(1) = λ1. An
alignment µ of A is T -progressive if the T -overlap of
Aµ(j) exceeds that of Aµ(i), for all 0 ≤ i < j ≤ 1.
The pair (T,A) is an optimally aligning pair if there
is a T -progressive alignment of A to a unique globally-
optimal placement, from every T -proximate placement
of A. (Note that in this case A has exactly one locally
optimal placement.) If (A,A) is an optimally aligning
pair then we say that A is a self-aligning shape.

Figure 1: a two phase alignment pathway Π =
Aα, Aγ , Aω for an equilateral triangle A and target
placement T . In the first phase, shape A is translated
(from its initial placement Aα to placement Aγ) along
the vector that brings its centre coincident with that
of T . In the second phase, A is rotated by π until it
coincides with T (placement Aω). Shown above are the
relative placements of A and T . Shown below is the rele-
vant projection of the alignment landscape that contains
the pathway Π (the directed path highlighted in red).

We begin with a simple example to illustrate some
of the concepts defined above (see Fig. 1). Consider an
equilateral triangle A, with sides of length 1, centred at
(0, 0). An alignment of A, from some initial placement
Aα (with rotation π) to some final placement Aω (with
rotation 2π), is a continuous sequence of placements,
from Aα to Aω.

The shape-pair (T,A) defines an alignment landscape
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in 4-dimensional space. An example pathway in that
landscape is illustrated in Fig. 1. Due to the 3-fold rota-
tional symmetry of A, and since A and T are congruent,
the alignment landscape has three global maxima where
A has been rotated by angle θ ∈ {0, 2π/3, 4π/3}. After
the centre of A has become coincident with that of T
(placement Aγ) the alignment path rotates A through
a first and then a second global maximum. Note that
the example path is not T -progressive, but the prefix of
the path ending at the placement with rotation 4π/3 is
progressive.

Observe that the absence of self-similarity alone is not
sufficient to guarantee that a shape is self-aligning (see
Fig. 2).

Figure 2: a right triangle is not self-aligning since many
placements are local maxima.

This leaves us with the question: what shapes are
self-aligning or, more generally, what shape-pairs are
optimally aligning? One strategy is to separately model
each specific alignment landscape with sufficient preci-
sion to effectively rule out the existence of undesirable
local maxima. Our goal is to address this question using
more precise geometric arguments that (i) bring more
clarity to our understanding (in terms of parameter set-
tings for certain families of shapes) of the shape char-
acteristics that support self-alignment, and (ii) help to
inspire the design of novel shapes with other desirable
characteristics.

In the next section, we describe some of the moti-
vation for the study of optimally-aligning shape-pairs
that derives from applications in nanofabrication. We
also review some related work and identify the key dif-
ferences in the analytic approach used in this paper.

Section 3 sets out our results on optimally-aligning
shape-pairs in a staged fashion, starting with shapes
that progressively align using pure translations or pure
rotations, and moving on to those whose progressive
alignment draws on a combination of these motions.

Our presentation is more illustrative than comprehen-
sive, hopefully raising more interesting questions than
we have settled.

2 Background and motivation

The problem of designing/characterizing self-aligning
shapes, or, more generally, optimally aligning shape
pairs, is a natural geometric problem, worthy of study
without further motivation. However, it turns out to
have significant practical importance as well. Consider
the task, arising in the context of nanofabrication, of

producing a particular pattern on a flat surface. The
pattern may be printed or etched (e.g. lithography), or
individual components placed precisely until the pattern
emerges. These are examples of pattern assembly di-
rected by an external process. In contrast, autonomous
self-assembly is the process by which a designed pattern
emerges by assembling itself from constituent parts.

+

M13mp18
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Figure 3: (a) DNA origami technology can fabricate 2D
shapes on the nanoscale, such as a triangular annulus.
(b) An atomic force microscope image of the triangular
annulus. (c) Triangular annuli in a lattice arrangement
on a surface. (d)–(f) Atomic force microscope images of
other shapes realized with DNA origami. Scale bars in
(b) and (d)–(f) are 50 nanometers.

A very successful example of self-assembly, driven by
molecular forces, is DNA origami [6] which has become a
foundational technology in nanoscience [2]. The process
involves a long scaffold sequence of DNA — typically
a circular plasmid — and a collection of short staple
sequences that are complementary to two or more re-
gions on the scaffold. When annealed in an appropriate
buffer solution, each staple strand “pinches” regions of
the scaffold together according to their designed com-
plementarity. Typically, this process can result in the
assembly of ≈ 1010 copies of a designed 2D or 3D shape,
with feature resolution of 6 nanometers (nm) [6]. In con-
trast, the smallest resolution of any feature in current
CMOS processes is 14 nm.

Efforts have sought to place these DNA origami on
a surface. Kershner et al. [4] and Gopinath & Rothe-
mund [3] demonstrated a combination of directed- and
self-assembly by creating a surface with a regular lattice
of triangular patches, via ebeam lithography, to which
triangular shaped origami could bind (see Fig. 3c).

That work was the original motivation for our study
of the progressive alignment of shapes since (i) origami
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can initially land (from solution) onto the surface1 in
any orientation or translation relative to a patch, and
(ii) the electrostatic force between patch and origami,
coupled with stochastic perturbation, drives a process
to improve the binding between the pair. To ensure an
origami cannot become “stuck” in a degenerate place-
ment, the energy landscape exhibited by the patch-
origami pair should have the following property: from
all initial placements there should exist a path, to one
or more of the designated final placements, that mono-
tonically increases the number of chemical bonds (in
this case salt-bridges) between the origami and surface.
We model this in the shape alignment problem by en-
suring there is a progressive alignment from any initial
placement to a designated final placement.

While equilateral triangles have been demonstrated
experimentally to place well, each origami may be in
one of three final states due to the 3-fold rotational
symmetry of the patch-origami pair. It is natural to
ask whether there exists a patch-origami pair that has
a unique local maximum of overlap. Such a pair would
enable placement of a single molecule on a surface, with
6 nm precision, since molecules can be attached to an
origami at this same resolution. In this way, DNA
origami acts as a molecular breadboard.

Böhringer and co-authors [5, 7, 1] encountered the
problem of designing self-aligning shapes in the con-
text of the study of surface-tension driven self-assembly
of micro-components in microelectromechanical systems
(MEMS). Their analysis is based on a first-order ap-
proximation of the energy model that reduces the prob-
lem to the self-alignment question posed above. They
performed an experimental evaluation of a wide variety
of shapes, and an exact analysis of a family of shapes
formed by addition and subtraction of solid disks.

Their exact analysis led to a complete characteriza-
tion of the shapes, called death-stars below, that are
guaranteed to self-align. In a nutshell, this analysis re-
lies on the simplicity of regions formed by intersecting
disks to give a precise expression for the area of inter-
section of death-stars in a specified placement, as well
as its derivative with respect to a specified direction
of motion. This approach is simply not feasible for
more complicated shapes that necessarily arise in our
intended application. Furthermore, it is focused on op-
timizing certain shape parameters, ultimately through
the numerical solution of certain systems of constraints,
that, for the kind of simple alignment paths that arise
in practice, are rather easy to approximate using more
straightforward geometric arguments.

The analysis techniques used in this paper are based
on a geometric description of motion paths, and can be
used to show a larger class of shape-pairs have the req-

1A 2D (flat) origami can be designed to ensure that only one
of its two faces can stick to the surface.

uisite properties. This is important in the context of
DNA origami where shapes are rasterized; those whose
boundary has low curvature can be approximated well,
those with high curvature cannot. Our approach is to
view the area of intersection of a target shape T and a
placement Aλ of a movable shape A as an integral of in-
finitesimal strips (referred to as cuts) parallel to a spec-
ified direction of motion. Then, to confirm that motion
from Aλ in this specified direction leads to an increase
in the T -overlap, it suffices to analyze and accumulate
the change within each cut. (In effect we differ from the
previous approach by simply interchanging the order of
integration and differentiation.) The utility/versatility
of this approach stems from the fact that the boundary
of T ∩Aλ can have a simple description in terms of por-
tions of the boundary of T and Aλ. Thus, the change
within each cut can be characterized by the boundary-
type of the endpoints of the intervals of T ∩Aλ that live
within that cut. We make this approach more concrete
in the next section.

3 Examples of certified progressive alignments

3.1 Progressive alignment by translation

Consider again the case of a simple disk shape.
Fig. 4 (left) illustrates a typical T -proximate placement
of a red disk A relative to a target placement T (blue).
If A is translated horizontally, bringing its centre closer
to that of T , the area of T -overlap clearly increases. One
way of seeing, and quantifying, this is to imagine slic-
ing the overlap lens into infinitescimal cuts, parallel to
the direction of translation, and to analyse the (instan-
taneous) change of length of each cut. As illustrated,
every cut is bounded on the left by the boundary of A
and on the right by the boundary of T , and so each cut
increases in length in proportion to the length of the
translation of A. It follows that the rate of increase in
overlap is proportional to the vertical extent (i.e. the
length of the vertical projection) of that portion of the
boundary of A that forms part of the left boundary of
the intersection.

Note that if shape A is replaced by any shape whose
smallest enclosing disk coincides with A, then we can,
in a similar way, measure the rate of increase in overlap
by the length of the vertical projection of that portion
of the boundary of A that forms part of the left bound-
ary of the intersection, minus the (necessarily smaller)
length of the vertical projection of that portion of the
boundary of A that forms part of the right boundary of
the intersection.

To see a slightly more general situation, consider the
case of an annulus (see Fig. 4 (right)). In this case
the intersection in a typical T -proximate placement is
a region that, when sliced into infinitescimal horizontal
cuts as before, has some cuts bounded on the left by the
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Figure 4: (a) disk and (b) annulus placements.

boundary of A and others by the boundary of T . Simi-
larly for the right end of the cuts. As before, cuts that
are bounded on the left by the boundary of A and on
the right by the boundary of T increase in length as A
is translated left. However, just the opposite is true for
cuts with opposite bounding conditions. Furthermore,
cuts bounded on both ends by the boundary of the same
shape do not change in length under infinitescimal mo-
tion of A. Thus we can measure the total rate of change
by accumulating the length of the vertical projection of
the portion(s) of the boundary of A that coincide with
the left boundary of the intersection, minus the length
of the vertical projection of the portion(s) of the bound-
ary of A that coincide with the right boundary of the
intersection, plus the length of the vertical projection
of the portion(s) of the boundary of T that coincide
with the right boundary of the intersection, minus the
length of the vertical projection of the portion(s) of the
boundary of T that coincide with the left boundary of
the intersection.

To ensure that a translation taking the centre of A
onto the centre of T is progressive (i.e. the rate of
change is always positive) for an annulus, it suffices
to choose the radius of the inner circle of the annu-
lus in such a way that for all T -proximate placements
the height of the lens (red dashed segment) is at least
twice the height of the inner and outer circle intersec-
tion (dashed blue segment). It is easy to confirm that,
subject to this constraint, the rate of change is mini-
mized when the annulus “holes” are disjoint. It follows
that, with this same choice of inner radius, the same
annulus and target, with arbitrary content inside the
inner circles, will progressively align to a configuration
in which the annulus and target centres coincide.

3.2 Progressive alignment by rotation

Of course, even if a shape is self-aligning, it is only coin-
cidentally possible to achieve this by translation alone.
Fortunately, our analysis of progressive alignments us-
ing pure translation has a direct counterpart for pure
rotations. As before it is helpful to illustrate this with
a simple example. Fig. 5 (left) illustrates a proximate
placement of a yin-yang shape A (red) with respect to
a congruent target T (blue). It is not surprising that

translation to a configuration (Fig. 5 (right)) in which
the centres coincide is not progressive. Nevertheless,
once the centres coincide a rotation about the centre
suffices to complete the alignment in a progressive fash-
ion.

In the case of the T -proximate yin-yang configura-
tion in Fig. 5 (right), observe that at every radius r
no larger than the outer radius the intersection of the
circle of radius r (the counterpart of an infinitescimal
strip) with the current placement-target overlap is an
arc bounded on the counter-clockwise end by a portion
of the boundary of A and on the clockwise end by a
portion of the boundary of T . Thus a counter-clockwise
rotation of A will increase the length of all such arcs,
ensuring that the intersection increases until it reaches
it unique maximum.

Figure 5: yin-yang shape placements.

Of course, many other shapes, including a half circle,
enjoy this same progressive rotational alignment prop-
erty. We have illustrated the yin-yang shape because
its central, but non-reflective, symmetry turns out to
be useful in certain applications.

3.3 Progressive alignment by translation then rota-
tion

Figure 6: a self-aligning shape.

Combining the observations of the previous two sec-
tions, it follows directly that an annulus with a suffi-
ciently small inner radius whose hole circumscribes a
copy of the yin-yang shape (see Fig. 6) is self-aligning.

3.3.1 Self-alignment of disk with offset hole

Another way to realize a self-aligning shape is to break
the symmetry of an annulus and offset the “hole”. As
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previously noted, such a family of shapes was the focus
of a detailed analysis by Böhringer et al. [5, 7]. Here
we observe that a straightforward application of the ap-
proach discussed in the previous two subsections allows
us to draw conclusions about the specifications for such
shapes, and generalizations, that ensure the self-aligning
property.

Figure 7: a generic death-star placement.

For obvious reasons we refer to the unit-radius disk
with an offset hole of radius r as a “death-star” (al-
though our intended application involves a realization
at a considerably different scale). Fig. 7 illustrates a
death-star A (red) in a proximate placement with re-
spect to a target T (blue). Here holes are depicted in
bold color to help in visualizing their interaction.

We will maintain the invariant that the star centres
lie on the x-axis. Our progressive alignment in all cases
consists of two phases. Phase 1 is a simple translation,
taking the centre of star A onto the centre of star T .
Phase 2 is a rotation of star A about its centre so as
to reduce the separation of the hole centres to zero. It
is easy to see that, provided the holes overlap the star
centre, phase 2 monotonically increases the star over-
lap, since the hole intersection increases monotonically.
Thus it remains to analyze the behaviour of phase 1.

We first observe that in the absence of intersections
between holes and the opposite star, which is unavoid-
able when the distance between the star centres is at
least 2r + 1, a translation of A towards T increases the
intersection of the stars in proportion to the height of
the lens formed by the intersection of the disks A and T
(just as in the case of intersecting disks discussed ear-
lier). More generally, for smaller star separations, when
the holes may intersect their opposite star, we can, as
before, view the star intersection (which of course is
a subset of the lens) as being made up of infinitesimal
cuts, whose length may increase, decrease or remain un-
changed as a result of such a translation.

As described in the analysis of annulus alignments,
cuts are of four types depending on the boundary types
of their left and right delimiters. Cuts delimited on the
left by a portion of the A star boundary and on the
right by a portion of the T star boundary, increase in
length in proportion to the length of the translation.
Cuts delimited on the left and right by portions of the
boundary of the same star do not change length with

such translations. Finally, cuts delimited on the left by
a portion of the T star boundary and on the right by
a portion of the A star boundary, decrease in length in
proportion to the length of the translation. Since the
right (respectively, left) boundary of the A disk (respec-
tively, T disk) is disjoint from the lens, it follows that
every shrinking cut connects a point on the right bound-
ary of the T hole to a point on the left boundary of the
A hole, and every unchanging cut involves a point on
the right boundary of the T hole or a point on the left
boundary of the A hole. Thus there is an expanding cut
at every height that intersects the lens, but neither of
the hole boundaries within the lens. Hence the star in-
tersection increases at least in proportion to the height
of the lens minus the sum of lengths of the vertical pro-
jections of the hole boundaries within the lens. (Here
we have used the fact that cuts that intersect both hole
boundaries are double counted in the vertical projec-
tions. Furthermore, we have not discounted the possible
hole intersection, which can only reduce the shrinking
cuts, or those portions of the right boundary of the B
hole, or the left boundary of the B hole, that intersect
the lens, which can only add to the expanding cuts.)

Thus, it remains to demonstrate that in all configu-
rations the height of the lens exceeds the sum of lengths
of the vertical projections of the hole boundaries within
the lens. Note that this is obvious if the distance be-
tween A and T is less than 4r (a necessary condition for
the holes to intersect) provided r is chosen so that the
height of the lens is at least 4r, in this case.

When the distance between A and T is at least 4r,
we observe that the length, as well as the vertical pro-
jection, of both hole boundaries within the lens is max-
imized when the distance between the centre of A and
the centre of the T hole (respectively, the centre of T
and the centre of the A hole) is minimized, i.e. the hole
centres lie on the x-axis (see Fig.8). So, we hereafter
study configurations in which both hole centres lie on
the x-axis. Note: this does not suggest that our trans-
formation rotates the stars to realize such a configura-
tion; in fact such a rotation would in general reduce the
start intersection.

Figure 8: a placement when both hole centres lie on the
x-axis.

It remains to analyse the rate of change of the star
overlap as A is translated to make its centre coincident
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with that of T . As in the case of the annulus, this can be
achieved by studying the length of the vertical projec-
tions of the portions of the boundary of A and T that
delimit the left and right boundaries of A ∩ T . Since
these projections change in a monotonic way with a de-
crease in the separation of A and T , it is straightforward
to establish a largest value for r that will ensure that
this translation phase is progressive.

As with the annulus we note that if the star A is mod-
ified in such a way that its hole is a proper subset of the
A hole then the translation of this shape to T remains
progressive. Of course, there is no guarantee that the
second (rotation) phase would remain progressive with
such a modification, but our argument for progressive
rotational alignments allows us to make such an asser-
tion in certain special cases, for example when the A
hole is reduced to an inscribed square.

3.3.2 Progressive alignment of regular polygons

Figure 9: placements of regular 5-gons.

As a final example of the application of our ap-
proach to the certification of progressive alignments us-
ing translation and rotation, we consider the natural
question of whether every k-regular polygon A progres-
sively aligns to one of its maximally overlapped config-
urations with a congruent target T (see Fig. 9). It is
straightforward to see that this is true if the intial and
final configurations share a common centre. Thus it suf-
fices to argue that, for any T -proximate placement Aλ,
a translation taking A to a placement A0 whose centre
coincides with the centre of T , is progressive.

To confirm that this is the case we imagine any trans-
lation taking A from a centre-aligned placement A0 in
any direction, and argue that the overlap A∩T decreases
with distance. This follows from several simple observa-
tions. First, we note that the boundary of the intersec-
tion A0∩T is semi-regular convex polygon consisting of
2k equal length sides drawn in alternating fashion from
the sides of A0 and T . (This is easily demonstrated by
appealing to mirror symmetry across any line through
the common centre and any point of intersection of the
boundaries of A0 and T .)

It follows from this that contracting the sides of the
boundary of A0 ∩ T that correspond to boundary edges

of A0 (respectively T ) forms a regular k-gon. Thus,
when we accumulate the vertical projections of por-
tions of the boundaries of A0 and T that determine the
boundary of A0 ∩ T we get a net change of zero for any
instantaneous translation from the placement A0.

The second observation is that, for any placement
formed by an infinitescimal translation from placement
A0, the magnitude of the associated projections that
count positively in the accumulated projection length
decrease with distance, and those that contribute nega-
tively increase. This demonstrates that for all place-
ments in the immediate neighbourhood of a centre-
aligned placement the derivative of the change of over-
lap, with respect to distance, is negative, confirming
that any centre-aligned placement is a local maximum
with respect to all translations.

To confirm that every centre-aligned placement is in
fact a global maximum, with respect to all translations,
we note that the second observation extends to transla-
tions that take A from A0 to any placement whose sym-
metric difference with T contains three or more com-
ponents. (To demonstrate this we cut the overlapped
placements into strips, parallel to the direction of trans-
lation, bounded by lines through each of the polygon
vertices, and accumulate the change of overlap in each
strip separately.)

Finally, we note that if A has been translated to a T -
proximate placement whose symmetric difference with
T has two components, then an argument analogous to
that used in the limiting case of disks (recall Fig. 4(a))
shows that such placements can be improved by any
infinitescimal translation in the direction that takes the
centres back into alignment.

4 Conclusion and Future Work

We have identified an interesting property of pla-
nar shapes that models a desirable attribute of self-
assembling nanofabricated structures. We have iden-
tified a simple approach to the certification of this pro-
gressive alignment property and illustrated it with some
fundamental examples, some of which are beyond the
reach of earlier approaches, and all of which serve as
potential building blocks for the design of shapes with
other desirable properties in a nanofabrication context.

Our study of self-aligning shapes is still in a pre-
liminary state. One indication of this is that at this
point we still do not know if there exist convex shapes
that are self-aligning. Furthermore, while we have rea-
sonable tools for certifying progressive alignments that
are composed of pure translations and pure rotations,
these do not allow us to address arbitrary rigid motions,
which presumably could be required for some progres-
sive alignments.
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Rectangle-of-influence triangulations

Therese Biedl∗ Anna Lubiw∗ Saeed Mehrabi∗ Sander Verdonschot†

1 Background

The concept of rectangle-of-influence (RI) drawings is
old and well-studied in the area of graph drawing. A
graph has such a drawing if we can assign points to its
vertices such that for every edge (v, w) the supporting
rectangle (i.e., the smallest closed axis-aligned rectangle
R(v, w) containing v and w) contains no other points.
In the original setup, the graph had to have an edge for
every pair of points with an empty supporting rectangle
(the strong model, see e.g. [8]). Later papers focus on
weak RI-drawings, where for every edge the supporting
rectangle must be empty, but not all such edges must ex-
ist. Of particular interest are planar weak RI-drawings
of planar graphs, since these can always be deformed to
reside on an n× n-integer grid. See e.g. [9, 11, 1].

Our Results: In this paper, we take two com-
putational geometry problems—how to triangulate a
point set and how to flip between two geometric
triangulations—and apply them in the setting of weak
rectangle-of-influence drawings. In particular, we show
that any point set can be triangulated (with some ex-
ceptions near the convex hull edges, which we show to
be necessary) such that the resulting planar straight-
line graph (PSLG) is an RI-drawing. Next, we turn
to the problem of flipping among geometric triangu-
lations, i.e., converting one triangulation into another
through the operation of flipping the diagonal of one
quadrangle. We show that any RI-triangulation can
be converted into any other RI-triangulation by O(n2)
such flipping-operations (and Ω(n2) flips are required
for some RI-triangulations). Moreover, all intermedi-
ate triangulations are also RI-triangulations. The main
idea is that the L∞-Delaunay-triangulation (defined be-
low) is an RI-triangulation; it hence suffices to find one
flip-operation that gets the RI-triangulation “closer”
to the L∞-Delaunay-triangulation in some sense. We
also study how to flip from any triangulation to an RI-
triangulation while getting “closer”.

Existing literature: Triangulating point sets and
polygons is one of the standard problems in compu-
tational geometry. Any set of n points can be tri-
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angulated in O(n log n) time (e.g. by computing the
Delaunay triangulation), and the interior of a poly-
gon can be triangulated in O(n) time [4]. The Delau-
nay triangulation has been generalized to other “unit
discs”. In particular, for any convex compact shape
C, the C-Delaunay-triangulation is a triangulation such
that for every edge (v, w) there exists a homothet of C
that contains v and w and no other points [5]. Au-
renhammer and Paulini [2] studied a number of their
properties. If C is a unit square (i.e., the unit-circle
in the L∞-metric), then this triangulation is called
the L∞-Delaunay-triangulation. The L∞-Delaunay-
triangulation can be computed in O(n log n) time [5].
Observe that the L∞-Delaunay-triangulation is an RI-
triangulation, but an RI-triangulation need not be a
C-Delaunay-triangulation for any C because the sup-
porting rectangles are not necessarily homothets of each
other or expandable into such.

Flipping among triangulations is also a well-studied
problem; see [3] for an overview of many variants and
existing results. It is very easy to see that any (geo-
metric) triangulation T1 can be flipped into any other
triangulation T2 via the intermediary of the Delaunay
triangulation TD: We can always find a flip that gets
us closer to the Delaunay triangulation (in the sense
that some angle-sum increases), so keep flipping from
T1 until we reach TD. Also compute the flips from T2
to TD, and reversing these flips and combining the two
flip-sequences then gives the result. For C-Delaunay-
triangulations, a similar result holds: we can always flip
to get “closer” to the C-Delaunay-triangulation [2].

Notation: Let P be a set of n points that we assume
to be in general position in the sense that no two points
are on a horizontal or vertical line, and no 4 points are
on a square. For any two points p, q ∈ P , define the sup-
porting rectangle R(p, q) to be the minimal axis-aligned
rectangle containing p and q. Define a supporting square
S(p, q) to be a minimal axis-aligned square containing p
and q; S(p, q) is not unique. For any two points p, q ∈ P ,
we call a supporting rectangle/square of (p, q) empty if
it contains no points of P other than p and q.

An edge (p, q) between points of P is called an RI-
edge (L∞-edge) if R(p, q) is empty (resp., some sup-
porting square S(p, q) is empty). Note that an L∞-
edge is an RI-edge. An RI-polygon is a polygon for
which every edge is an RI-edge. A planar straight-line
graph (PSLG) is a triangulation if every interior face
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Figure 1: (Left) A triangulation. (v, w) is not locally
RI. (u, v) is locally L∞ (therefore locally RI), but not
globally L∞. (Right) A polygon (solid) with its trape-
zoidation (thin dashed). Edge (b, f) would be added
with the first method, edge (c, e) with the second.

of the PSLG is a triangle. An RI-triangulation (L∞-
triangulation) is a triangulation for which every edge
is an RI-edge (L∞-edge). We sometimes use “unre-
stricted” triangulation for a triangulation that need not
be an RI-triangulation. A triangulation is maximal if it
contains as many edges as possible while staying within
the additional requirements that we impose. Thus, a
maximal RI-triangulation is a triangulation for which
every edge is an RI-edge and no RI-edge can be added
without violating planarity; maximal L∞-triangulation
is defined similarly.

For an edge (u, v) in a triangulation, vertex w is fac-
ing (u, v) if there exists an interior face {u, v, w}. Ev-
ery interior edge has exactly two vertices facing it. We
say that (u, v) is locally RI (resp. locally L∞) if R(u, v)
(resp.. some supporting square S(u, v)) contains none
of the vertices facing (u, v). Sometimes we say that an
RI-edge (L∞-edge) is globally RI (globally L∞).

2 RI-triangulating an RI-polygon

We first show that any RI-polygon P can be RI-
triangulated, i.e., made into a triangulation by adding
only RI-edges in its interior (presuming no extra points
are inside P ). To do so, first find a trapezoidation of P ,
i.e., extend vertical subdivision lines from all vertices.
This can be done in linear time [4].

We add RI-edges in two ways. First, check whether
there is any trapezoid that has vertical subdivision lines
on both its left and right sides, and for which the two
vertices v, w that caused these lines were not adjacent
yet. If so, add edge (v, w). This is an RI-edge since
R(v, w) is contained within the supporting rectangles of
the top and bottom edge of T and the interior of P , all
of which are empty. See edge (b, f) in Fig. 1.

Secondly, if no such trapezoid exists, then any re-
maining face is x-monotone, i.e., it consists of two x-
monotone chains from left to right. Since the first
method does not apply, one of the two chains is a single
edge. Consider one such piece with (say) the bottom
chain a single edge (v, w). All vertices in the top chain

CI

CII

CIII

CIV

Q
u

v

uI

uII

uIII

uIV

Figure 2: The maxima-hull of a set of points, and how
to add corner-points and edges to them.

are outside R(v, w) and hence have larger y-coordinate
than v, w. Let u be a local maximum in the top chain,
and connect the neighbors of u. The new edge is an
RI-edge, because its supporting rectangle is contained
in the union of the ones of the edges incident to u as
well as R(v, w) and the interior of P . See edge (c, e) in
Fig. 1 (with v=f, w=e, u=d).

So we add RI-edges until all interior faces are trian-
gles. This takes linear time (once the trapezoidation is
found), since finding the local minimum/maximum for
the second rule can be done in O(1) amortized time.

Theorem 1 Every RI-polygon can be triangulated us-
ing only RI-edges in linear time.

3 Outer face considerations

The remaining sections deal with triangulations of point
sets, rather than polygons. Here there arise some com-
plications at the outer face. For any maximal (unre-
stricted) triangulation of P , the outer face consists of
the convex hull CH (P ). If some edge of CH (P ) is
not an RI-edge, then it obviously cannot be in an RI-
triangulation. We begin by characterizing the outer face
of any RI-triangulation.

The maxima-hull: We need some definitions that
are closely related to the rectilinear convex hull (see
e.g. [10]) and the maxima of a set of vectors (see e.g. [7]).
Define the first quadrant of a point p to be the set
{(x, y) : x ≥ x(p), y ≥ y(p)}. Define the first-quadrant
chain CI to be all those points p in P for which the first
quadrant relative to p contains no other points of P ;
we sort these points by increasing x-coordinate (hence
by decreasing y-coordinate), and connect them with
straight-line segments in this order. Similarly define
three other chains CII , CIII , CIV using the three other
types of quadrants. Note that CI and CII share one
endpoint (the one with maximum x-coordinate), and
similarly for the other chains, so we can combine the
four polygonal chains into one closed polygonal chain
that we call the maxima-hull MH (P ). Note that some
chains may have edges in common, but no two edges
cross, so MH (P ) may self-overlap but it has a well-
defined interior region. See Fig. 2.
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We need a few observations:

Lemma 2 Let (u, v) be any edge on the first-quadrant
chain CI , say x(u) < x(v). Let Q be the first quadrant
of point (x(u), y(v)), i.e., it has u and v on its boundary.
Then no point (other than u, v) is in Q.

Proof. See Fig. 2. Assume to the contrary that Q con-
tained points other than u, v, and let w be the one that
maximizes the x-coordinate. Since the first quadrants
relative to u and v are empty, w must be in R(u, v).
By general position we have x(u) < x(w) < x(v) and
y(v) < y(w) < y(u). The first quadrant of w cannot
contain any other point, for all such points would be to
the right of w (contradicting the choice of w). So point
w should have been in CI , contradicting that u, v were
consecutive in CI . �

Lemma 3 For any point set P , the maxima-hull con-
sists of L∞-edges (hence RI-edges).

Proof. Note that for any edge (u, v) on CI , rectangle
R(u, v) is part of this first quadrant, so it is empty,
and we can expand it into a square supporting u, v that
is empty. So any edge on CI is an L∞-edge. Similar
arguments hold for the other three quadrant-chains. �

Lemma 4 For any point set P , any RI-edge (u, v) is
within the region bounded by MH (P ).

Proof. We aim to show that any RI-edge (u, v) is on
or below CI ∪ CII . Similar proofs in the other three
directions show that (u, v) is either on or enclosed by
the maxima-hull as desired.

Consider the maximal vertical strip S containing
(u, v). This strip must intersect CI ∪ CII , since the
rightmost point of P is in CI and the leftmost of P is in
CII . Let C be the part of CI∪CII within S, say its ends
are pu (on a vertical line with u) and pv (on a vertical
line with v). See also Fig. 3. Applying Lemma 2 (or the
equivalent for second quadrants) to the edge containing
pu shows that the vertical ray upward from pu contains
no other points of P . So either pu = u, or pu is above
u. Similarly pv = v or pv is above v.

In what follows, we use the term “vertex of C” for a
point on C that is also a point of P , while “point of C”
refers to an arbitrary point that belongs to C. If C has
no vertices, then it is a single line segment pupv, and by
the above (u, v) is below that. So assume that C has
vertices.

Since C (as part of CI ∪ CII ) consists of an increas-
ing chain followed a decreasing chain, its minima (with
respect to y-coordinate) appear at the ends. Since pv
is above v, therefore all vertices of C have y-coordinate
at least y(v). Since none of these vertices are inside
R(u, v) (recall that (u, v) is an RI-edge), they in fact
must have y-coordinate at least y(u), hence be above

R(u, v). In consequence the only edge of C that can in-
tersect R(u, v) is the edge incident to pv, but this edge
is also above (u, v) since pv is above v. So all of C is
above (u, v) as desired. �

v

u

pu

pv

C

Figure 3: For the proof of Lemma 4.
.

Combining the last two lemmas gives:

Corollary 1 An RI-triangulation is maximal if and
only if its outer face consists of the maxima-hull.

Adding corner-points: It will be cumbersome to deal
directly with edges that are on the convex hull but not
RI-edges. To simplify our life, we add points as fol-
lows. For any point set P , let P+ be the set obtained
by adding four corner-points uI , uII , uIII , uIV that form
an axis-aligned rectangle (we rotate it slightly to be in
general position) and are outside the bounding box of
P , with ui in the ith quadrant relative to all points of P .
See Fig. 2. Notice that the convex hull of P+ consists
of L∞-edges.

Lemma 5 Let T+ be a maximal RI-triangulation of
P+, and let T := T+ − {uI , uII , uIII , uIV }. Then T
is a maximal RI-triangulation of T .

Proof. Clearly any edge of T is an RI-edge, so we only
need to argue maximality. Assume (p, uI) is an edge
in T+ for some p 6= uII , uIII , uIV . Then R(p, uI) con-
tains no other point, and is to the right and/or above
uII , uIII , uIV . So expanding R(p, uI) into the first quad-
rant of p does not add points of P , hence p is on the
maxima-hull. So removing {uI , uII , uIII , uIV } from T+

leaves an RI-triangulation where the outer face is the
maxima-hull. By Corollary 1 this is maximal. �

4 RI-triangulating a point set

In this section, we study how to find a maximal RI-
triangulation of a given point set. It is obvious that
this exists (for example the L∞-Delaunay triangulation
will do), but our algorithm is especially simple.
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Theorem 6 A maximal RI-triangulation of a point set
P can be computed in O(n log n) time, or O(n) time if
P is sorted by x-coordinate.

Proof. As before, add corner-points uI , uII , uIII , uIV
to obtain point set P+. Sort the points by x-
coordinates, and add an edge between any two consec-
utive points; these are clearly RI-edges. Also add the
cycle uI , uII , uIII , uIV ; these are also RI-edges. Now
we have a PSLG whose faces consist of RI-polygons.
Triangulate each polygon with Theorem 1. We obtain
an RI-triangulation T+ of P+, and it is clearly maxi-
mal since all convex-hull edges are in it. By Lemma 5,
deleting the four corner-points gives the result. �

5 Flipping and RI-triangulations

In this section, we investigate flipping while maintain-
ing RI-triangulations or (if we start with an unrestricted
one) getting closer to an RI-triangulation. The natural
“intermediary” here is the L∞-Delaunay triangulation,
which is an RI-triangulation. So we show that any tri-
angulation can be flipped to an RI-triangulation while
getting “closer”, and then that any RI-triangulation can
be flipped to the L∞-Delaunay triangulation while re-
maining an RI-triangulation throughout.

5.1 Flipping to an RI-triangulation

Let P+ be a point set for which any convex hull edge is
an RI-edge (we will argue later how to remove this as-
sumption). Let T be an arbitrary triangulation of P+.
A bad triangle {u, v, w} in T is a face {u, v, w} such that
v ∈ R(u,w). After possible rotation, assume that u is in
the 2nd quadrant and w is in the 4th quadrant relative
to v, with edge (u,w) above v. Define the special region
of bad triangle {u, v, w} to be all points p above (u,w)
with x(u) ≤ x(p) ≤ x(v) (including u) and all points p
to the right of (u,w) with y(v) ≤ x(p) ≤ y(w) (including
w). See Fig. 4(a). The definition is symmetric for the
other three possible rotations of a bad triangle. Now de-
fine for any triangulation T the potential function Φ(T )
to be the sum, over all bad triangles {u, v, w}, of the
number of points in the special region of {u, v, w}.

Lemma 7 Let T be any triangulation of P+ with
Φ(T ) > 0. Then there exists an edge in T that we
can flip so that the resulting triangulation T ′ satisfies
Φ(T ′) < Φ(T ).

Proof. Since Φ(T ) > 0, it must have at least one bad
triangle, and hence edges that are not locally RI. Of all
those edges, let (u,w) be the one that maximizes the
L1-distance between its endpoints, thus |x(u)−x(w)|+
|y(u)− y(w)| is maximum among all edges that are not
locally RI. Since convex hull edges are RI-edges, we
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Figure 4: (a) The special region (shaded) of bad triangle
{u, v, w}. (b-d) Possible positions of the other facing
vertex z. Light gray regions were in the special region
of the bad triangle {u, z, w}.

know that (u,w) is an interior edge and has two fac-
ing vertices. Let v be a vertex facing (u,w) that is in
R(u,w), and assume again that (after possible rotation)
the bad triangle {u, v, w} has u (or w) in the 2nd (4th)
quadrant of v with (u,w) above v.

Let z be the other vertex facing (u,w). We claim that
x(z) > x(u). We know that z is above the line through
(u,w) since {z, u, w} is a face. If we had x(z) < x(u),
then u ∈ R(z, w), and so (z, w) is not locally RI but its
L1-distance is longer than the one of (u,w), contradict-
ing our choice of edge (u,w).

Therefore we know x(z) > x(u), and symmetrically
one argues y(z) > y(w). Notice that therefore quadrilat-
eral {u, v, w, z} is convex and so edge (u,w) is flippable.
We claim that regardless of the position of z, doing this
flip improves the potential function. To show this, we
distinguish where z is located

• x(z) > x(v), y(z) > y(v) (see Fig. 4(b)): In this
case, neither of the two new triangles {u, z, v} and
{v, z, w} is bad. Since triangle {u, v, w} used to be
bad, Φ decreases by at least 2.

• x(z) > x(w), y(z) < y(v) (see Fig. 4(c)): In this
case, the new triangle {u, z, v} is bad, but {v, z, w}
is not. The special region of triangle {u, v, z} is a
strict subset of the one for triangle {u, v, w}, and
in particular, excludes w. Hence Φ decreases.
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• z ∈ R(v, w) (see Fig. 4(d)): In this case, both new
triangles {u, v, z} and {v, w, z} are bad. But both
triangles {u, v, w} and {u, z, w} that were removed
were bad, and the special regions of the new trian-
gles are strict subsets of the special regions of the
old triangles that, in particular, contain u and w
only once, instead of twice. So again Φ decreases.

The cases for x(z) < x(v), y(z) > y(u) and for z ∈
R(u, v) are symmetric. �

Note in particular that if Φ(T ) = 0, then it has no
bad triangles (because any bad triangle has at least two
points in its special region); therefore it has no edge
that is not locally RI.

Lemma 8 Let T be a triangulation such that all edges
are locally RI and all outer face edges are globally RI.
Then all edges are globally RI.

Proof. Suppose that some edges of T are not globally
RI, hence contain points inside their supporting rectan-
gles. Let e = (u, v) be the edge with the closest (with
respect to Euclidean distance) such point, say z. Since
e is an interior edge by assumption, it has two facing
vertices; let w be the vertex facing e that is on the same
side of the supporting line of e as z is. Suppose that z
and w lie right of e, and u is the left endpoint of e; see
Fig. 1. Observe that w must lie either above R(u, v)
(within the same x-range) or to the right of R(u, v)
(within the same y-rage), else some edge of {u, v, w}
would not be locally RI or {u, v, w} would not be a
face. Assume w lies strictly above R(u, v), within the
same x-range. Then (v, w) is also not globally RI, since
z lies in R(v, w). But z is closer to (v, w) than to e,
contradicting our choice of e. �

Putting the two lemmas together, we can hence flip
from any triangulation to an RI-triangulation while
steadily improving the potential-function. Initially
there are O(n) bad triangles, each of which defines a
special region containing at most n points, so Φ(T ) ∈
O(n2). Each flip improves the function, and we are
done when it is 0, which means that the number of flips
is O(n2). We summarize:

Lemma 9 Any maximal triangulation of P+ can be
converted into an RI-triangulation of P+ using O(n2)
flips.

We can argue that this bound is sometimes tight.

Lemma 10 There are triangulations that cannot be
converted into an RI-triangulation with o(n2) flips.

Proof. Consider a set of points spread evenly over two
opposing convex chains, such that the only possible RI-
edges between the two chains connect point i on the

Figure 5: Turning the triangulation on the left into
an RI-triangulation requires Ω(n2) flips for the region
between the chains to become the only possible RI-
triangulation shown on the right.

first chain to point i and i + 1 on the opposing chain
(see Fig. 5). The edges connecting consecutive points
on each chain are not intersected by any other possible
edge, which implies that these edges are present in every
triangulation and can never be flipped. Thus, the region
between the two chains is independent of the outside re-
gions. Further, by construction, this center region has
a unique RI-triangulation (Fig. 5, right). Now consider
a triangulation that includes the long diagonal connect-
ing one end of the first convex chain to the opposite
end of the other chain (Fig. 5, left). Transforming this
triangulation into the unique RI-triangulation requires
Ω(n2) flips, by an argument analogous to the one given
by Hurtado et al. [6, Theorem 3.8] �

Arbitrary point sets: It remains to argue how to
handle point sets P where not all convex-hull edges are
RI-edges. Assume we are given a maximal triangulation
T of P , and we would like to flip that to a maximal RI-
triangulation TR. Add corner-points uI , uII , uIII , uIV
as before to obtain point set P+ and connect them in a
cycle. Connect ui (for i ∈ {I, II , III , IV }) to all points
p on the convex hull of P for which quadrant i contains
only p and ui. This gives a triangulation T+ of P+

because the convex hull is the outer face T . See Fig. 2.
The convex hull of P+ consists of RI-edges, so there
exists a sequence σ of flips that turns T+ into a maximal
RI-triangulation T+

R .

Lemma 11 Throughout flip-sequence σ, all edges inci-
dent to corner-points are RI-edges. Therefore any edge
being flipped is not incident to a corner-point.

Proof. The first claim implies the second because
flipped edges were not locally RI. We prove the first
claim for uI only. Apart from the edges to uII and uIV ,
vertex uI has an edge only to a point p for which the
first quadrant is empty, so R(uI , p) is empty and the
claim holds. We now show that any time we flip an
edge (u,w) such that the new edge is (v, uI) for some
u, v, w, this new edge is an RI edge. Since uI is out-
side the bounding box of P , it is outside R(u,w). Since
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(u,w) was not locally RI (by our choice of edges to flip),
therefore v ∈ R(u,w). In the naming of Fig. 4, we have
uI = z and the case of Fig. 4(b) applies since uI is in the
first quadrant of v. We already knew that in this case
(v, z) is locally RI. But since z = uI , edge (v, z) is glob-
ally RI: R(v, uI) lies within the union of R(u, uI) and
R(w, uI) (both empty, because these edges are incident
to uI and hence RI-edges), and the interior of triangles
{u, v, w} and {u, uI , w} (which are faces). �

We now create a sequence of flips and edge deletions
for T that leads to a maximal RI-triangulation by mir-
roring the flip-sequence of T+. We maintain the claim
that at any time triangulation T equals T+ with the
corner-points removed. Clearly this holds initially. Say
the next flip for T+ was to flip (u,w) to (v, z). We know
u,w ∈ P . If v, z ∈ P , then (by induction) the 4-cycle
u, v, w, z that exists in T+ also exists in T , and so we
can do the exact same flip in T and the claim holds.
Else, one of v, z is a corner-point. Do an edge-deletion
in T , i.e., remove edge (u,w) without adding a new one.
The claim still holds since one end of (v, z) is not in P .

We end with a triangulation TR of P that equals T+
R

with the corner-points removed. By Lemma 5, this is a
maximal RI-triangulation.

Theorem 12 We can convert any maximal triangula-
tion into an RI-triangulation by doing O(n2) flips and
O(n) edge-deletions.

5.2 Flipping between RI-triangulations

As explained earlier, to flip between maximal RI-
triangulations while maintaining an RI-triangulation,
it suffices to show that every maximal RI-triangulation
can be flipped into the L∞-Delaunay-triangulation. To
prove this, we use again a potential-function argument,
but with a different function. We need the following:

Lemma 13 [2] Let T be a maximal triangulation where
all edges are locally L∞. Then all edges are globally L∞.

Our potential function depends on having fixed, for
every edge (u, v) of the current triangulation, a particu-
lar supporting square S(u, v), and counting the number
of points of P in it. We define Ψ(T ) to be the sum,
over all edges (u, v) of the number of points in S(u, v).
When we flip, we are free to choose a supporting square
for the new edge.

Lemma 14 Let T be a maximal RI-triangulation that
is not the L∞-Delaunay triangulation. There exists an
edge e such that flipping e results in an RI-triangulation
T ′ and we can assign a supporting square to e such that
Ψ(T ′) < Ψ(T ).

u

v

w

z

H

R′

S(u,w)

Figure 6: Finding a supporting square for (v, x).

Proof. By Lemma 13 T has some edge (u,w) that is
not locally L∞. Up to symmetry, we may assume that
the height Y of R(u,w) is no smaller than its width. All
supporting squares of (u,w) are then in the horizontal
strip H of height Y between u and w.

Since T is a maximal RI-triangulation, its outer face
is the maxima-hull and consists of L∞-edges. So (u,w)
is an interior edge. Let v and z the two vertices facing
(u,w). We claim that both v and z must be in strip H.
To see this, recall that we have an RI-triangulation, and
hence rectangle R(u,w) is empty. This rectangle bisects
strip H. So if, say, v is not in H, then at most one facing
vertex is in H, which means that to one side of R(u,w)
in H there is no facing vertex of (u, v). We could hence
pick a supporting square S′ of (u,w) that consists of
R(u,w) extended to that side. Then S′ contains neither
v nor z, and (u,w) would be locally L∞, a contradiction.

So both v and z are in strip H. By planarity they
must be on opposite sides of R(u,w), say v is to the
left and z is to the right. Quadrangle {u, v, w, z} hence
is convex and edge (u, v) is flippable. Define R′ be the
minimum rectangle containing u, v, w, z, and notice that
it is contained in the union of the supporting rectangles
of the edges (u, v), (v, w), (u,w), (u, z), (z, w). Since we
had an RI-triangulation, therefore R′ contains no points
other than these 4. Also u, v, w, z are all on the bound-
ary of R′. Therefore R(v, z) is empty and the new edge
(v, z) is an RI-edge.

Now we explain how to find a supporting square for
(v, z). Let X be the width of R′, and notice that X < Y ,
since X = Y would imply four points on a square and
X > Y would mean that some square within R′ sup-
ports (u,w) and does not contain v, z, contradicting
that (u,w) is not locally L∞. Now consider the union
of R′ and the square S(u,w) that was used as support-
ing square for (u,w). Since (u,w) was not locally L∞,
at least one of {v, z} is in S(u,w), hence S(u,w) ∪ R′
contains at most one more point than S(u,w). Let R′′

be the rectangle obtained by shrinking S(u,w) ∪ R′ to
height Y − ε in such a way that u,w 6∈ R′′. We choose
ε so small that v and z remain in R′′ and such that
Y − ε > X. So R′′ contains at least one fewer points
than S(u,w). Finally shrink R′′ in width until it is a
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Figure 7: A pair of RI-triangulations such that Ω(n2)
flips are required to transform one into the other.

square; we can do this and retain v and z in it, since R′′

is taller than R′ is wide. Using the resulting square for
S(v, z) decreases Ψ as desired. �

Theorem 15 Any maximal RI-triangulation T can be
converted into any other maximal RI-triangulation T ′

by doing O(n2) flips, and all intermediate triangulations
are maximal RI-triangulations.

Proof. As before it suffices to argue this if T ′ is the
L∞-Delaunay triangulation. Compute an arbitrary set
of supporting squares for T . Initially there are O(n)
edges in the triangulation, each of which has at most n
points in its supporting square, so Ψ(T ) ∈ O(n2). Ap-
plying the above flip means that with O(n2) flips we get
to the L∞-Delaunay-triangulation while maintaining an
RI-triangulation. �

This bound is tight. Fig. 7 shows two RI-
triangulations of a point set that forms two convex
chains. Hurtado et al. [6, Theorem 3.8] showed that
their flip distance is Ω(n2) even without the restriction
of using only RI-triangulations.
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Maximum Area Rectangle Separating Red and Blue Points∗

Bogdan Armaselu† Ovidiu Daescu‡

Abstract

Given a set of n red points R and a set of m blue points
B, we study the problem of finding the rectangle that
contains all the red points, the minimum number of blue
points and has the largest area. We call such rectangle
a maximum separating rectangle. First, we address the
planar axis-aligned version, then the more general pla-
nar version when the rectangle need not be axis-aligned.
Finally, we study the 3D axis-aligned version. For the
2D axis-aligned version, we give an O(m logm+n) time
algorithm. The running time reduces to O(m+n) if the
points are pre-sorted by one of the coordinates. For the
2D non axis-aligned version, we give an O(m3 +n log n)
time approach. For the axis-aligned 3D version, we have
an algorithm that runs in O(m2(m+ n)) time.

1 Introduction

Consider two sets of points, R and B in 2D or 3D.
R contains n points calleed red points and B sontains
m points called blue points. The problem we study in
this paper, called the Maximum Area Rectangle Separat-
ing Red and Blue Points problem, is to find a (hyper-
)rectangle that contains all the red points, the minimum
number of blue points, and has the largest area. We call
such a (hyper-)rectangle a maximum separating (hyper-
)rectangle. Examples of maximum separating rectangles
are illustrated in Figures 1, for the planar axis-aligned
case, as well as the planar non axis-aligned case.

Applications that require separation of bi-color points
could benefit from efficient results to this problem. For
instance, consider we are given a tissue containing a tu-
mor, where the tumor cells are specified by their coor-
dinates. The coordinates of healthy cells are also given.
The goal is to separate the tumor cells from the healthy
cells, for surgical removal or radiation treatment. An-
other application would be in city planning, where blue
points represent buildings and red points represent mon-
uments and the goal is to build a park that contains the
monuments and as few buildings as possible.

∗This research was partially supported by NSF award
IIP1439718 and CPRIT award RP150164
†Department of Computer Science, University of Texas at Dal-

las, bxa120530@utdallas.edu
‡Department of Computer Science, University of Texas at Dal-

las, bxa120530@utdallas.edu

Figure 1: Red points in R are shown in solid circles
and blue points in B are shown in empty circles. The
minimum enclosing rectangle Smin of all red points, the
maximum axis-aligned separating rectangle S∗, and the
maximum non axis-aligned separating rectangle S∗∗, are
shown.

1.1 Related Work

Mukhopadhyay et. al [8] studied the problem of finding
the maximum empty rectangle among a point set of n
planar points bounded by a given axis-aligned rectan-
gle. For the axis-aligned case, they present an algorithm
that runs in O(n) time, assuming points are pre-sorted
by one of the coordinates. For finding the arbitrary
oriented optimal rectangle, they give an O(n3)-time al-
gorithm. Chaudhuri et. al [4] also study the problem of
finding the maximum empty rectangle of arbitrary ori-
entation. They give an algorithm that requires O(n3)
time and O(n2) worst-case space. Their results seem to
be the most relevant to our problem.

More recetntly, Dumitrescu and Jiang [5] considered
the problem of computing the maximum-volume axis-
aligned d-dimensional box that is empty with respect
to a given point set P in d dimensions. The target
box is restricted to be contained within a given axis-
aligned box R. For this problem, they give the first
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known FPTAS, which computes a box of a volume at
least (1− ε)OPT , for an arbitrary ε, where OPT is the
volume of the optimal box. Their algorithm runs in
O((22dε−2)d · n logd n) time.

In [11], Toussaint studies the Rotating Callipers prob-
lem, in which the goal is to find the smallest area en-
closing rectangle of a given convex polygon. They give
an algorithm that takes O(n log n) time, or O(n) if the
vertices are pre-sorted.

Kaplan and Sharir study the problem of finding
the maximal empty axis-aligned rectangle containing a
query point [9]. They design an algorithm to answer
queries in O(log4 n) time, with O(nα(n) log4 n) time
and O(nα(n) log3 n) space for preprocessing. Here α(n)
is the inverse of the Ackermann’s function. In a differ-
ent paper, they also solve the disk version of the prob-
lem (finding the maximal empty disk containing query
point) [10]. Their approach takes O(log2 n) query and
O(n log2 n) preprocessing time, using a O(n log n) space
data structure.

Separability of two point sets using various separa-
tors is a well known problem. Megiddo et. al [7] study
the hyperplane separability of point sets in Rd in d ≥ 2
dimensions. They show how to decide one-hyperplane
separability using linear programming in polynomial
time. They also prove that the problem of separating
two point sets by k lines is NP-complete. Aronov et. al
[2] consider four metrics to evaluate misclassification of
points of two sets by a linear separator. One of them is
the number of misclassified points (which is somewhat
related to our problem). For this error metric, they
present an O(nd)-time algoritm. Separating point sets
with circles has also been considered. The problem of
finding the minimum area separating circle among red
and blue points was studied by O’Rourke et. al [6].
They solve the decision problem in linear time and give
an O(n log n) time algorithm for computing the mini-
mum separating circle, if it exists. When points sets
cannot be separated by a circle, Bitner and Daescu et al
[3] give two algorithms that run in O(mn logm+n log n)

(respectively, O(mn+m1.5 logO(1)m)) time. Armaselu
and Daescu studied the dynamic version of the problem
[1].

1.2 Our Results

In Section 2, we study the axis-aligned version of the
problem and give an O(m logm + n) time algorithm.
The running time reduces to O(m+n) if the points are
pre-sorted by one of the coordinates. Then, in Section
3, we address the non-axis aligned version and show how
to solve it in O(m3 +n log n) time. To do that, we use a
polar sweep-like approach and exploit a few properties
of the problem. Our algorithm uses an enumeration ap-
proach that identifies a subset of all maximal rectangles
containing the convex hull of all red points, so it will

find all optimal solutions. In Section 4, we study the
3D axis-aligned case and we give an algorithm that is
based on computing a set of staircases (in the horizontal
plane) for each pair of blue points outside the minimum
enclosing box of all red points. This algorithm runs in
O(m2(m+ n)) time.

2 Algorithm for the axis-aligned version

We begin by describing some properties of the bounded
optimal solution.

Observation 1 The maximum axis-aligned separating
rectangle S must contain at least one blue point on each
of its sides.

Consider a quad Q of 4 non-colinear blue points
q1, q2, q3, q4 in this order. Two vertical lines going
through two of these points and two horizontal lines
going through the other two of those points define a
rectangle S. We say that Q defines S.
Definition 2.1. We say that points in Q satisfy the
extremum condition, if they are in convex position and
no point is extremal according to both coordinates (e.g.
none is both rightmost and lowest).

The use of the notion of extremum condition will be
revealed later on.
Definition 2.2. Consider a vertical strip formed by the
two vertical lines bounding R to the left and right, as
well as a horizontal strip formed by the parallel lines
bounding R above and below. The minimum blue rect-
angle Smin is the intersection between the vertical and
horizontal strips (refer to Figure 2).

We start with the minimum blue rectangle Smin en-
closing all red points. For each side of Smin, we slide it
outwards parallel to itself until it hits a blue point (if
no such point exists, then the solution is unbounded).
Denote by Smax the resuting rectangle (shown in Fig-
ure 1). Unbounded solutions can be easily determined
in linear time, so from now on we assume bounded so-
lutions. If the interior of Smax \ Smin does not contain
blue points, Smax is the optimal solution, and we are
done. We discard the blue points contained in Smin, as
well as the blue points outside of Smax, from B. The
set of remaining blue points is partitioned into 4 disjoint
subsets B1, . . . , B4, each containing points that are lo-
cated in a rectangle formed by right upper (left upper,
left lower, right lower) corners of Smin and Smax (see
Figure 2 for details).

Consider the points of B1 and sort them by X coor-
dinate. A point p0 = (x0, y0) ∈ B1 is a candidate to
be a part of the optimal solution only if there are no
points p = (x, y) ∈ B1 with x < x0 and y < y0. We
only leave such possible candidate blue points in B1 and
discard the rest. The first point in B1 is such a pos-
sible candidate. The elements of B1 form a sequence
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Figure 2: The minimum blue rectangle Smin, the rect-
angle Smax which bounds the solution space, and the
subsets B1, . . . , B4.

that is ordered non-decreasingly by X coordinate and
non-increasingly by Y coordinate, as shown in Figure
3. Note that these points form a staircase. The sets
B2, B3, B4 are treated appropriately in a similar way.
The 4 staircases can be found in O(m logm) time [8].

While the staircase construction approach has been
used before [8], there are differences between how we use
it in this paper and how it was used in [8]. Specifically,
note that a maximum B-empty rectangle computed as
in [8] may not contain all red points.

Figure 3: The set of possible candidate points defining
a solution. In each Bi, i = 1, 2, 3, 4, they are ordered by
X, then by Y and form a staircase

We now consider tuples of four points from Bi, i =
1, 2, 3, 4. Note that, if points of a tuple Q do not sat-
isfy the extremum condition, Q cannot define an opti-
mal solution. Otherwise, Q defines a rectangle S con-
structed according to the following rule: horizontal lines
pass through points with extremal Y coordinates, ver-
tical lines pass through points with extremal X coordi-
nates. If a rectangle contains Smin, does not contain any
blue points other than those in Smin, and cannot be ex-
panded in any direction, then it is a candidate to be an
optimal solution. Consider the maximum Y coordinate
point py ∈ Q, which belongs to B1 ∪ B2. We present
the solution for the case when py ∈ B1 (symmetric argu-

ments holds for py ∈ B2). Let x(p) (respectively, y(p))
denote the X (Y) coordinate of point p. Let X(p−−q)
(Y (p − −q)) denote the set of blue points with X (Y)
coordinates larger than that of p and smaller than that
of q.

Let pik denote the k-th point of the staircase of Bi, i =
1, 2, 3, 4.

Observation 2 Given a point p1k ∈ B1 and a point p ∈
B1 ∪ B4, such that x(p1k) < x(p), y(p1k) > y(p), and
x(p) ≤ x(p1k+1), there exists a unique rectangle S that
has p1k on its top side, p on its right side, and two other
points of B on its other sides, that is a candidate to be
an optimal solution.

This rectangle can be constructed by drawing a hori-
zontal line l1 through p1k, a vertical line l2 through p, a
horizontal line l3 through point p4l ∈ B4 that is closest
to the line l2 (and to the left of it) and a vertical line
passing through the point p2j ∈ B2∪B3 located between
l1 and l3 and closest to l2. See Figure 4 for details.

Figure 4: The unique candidate rectangle S defined by
points p1k ∈ B1, p ∈ B1 ∪B4 with x(p1k) < x(p), y(p1k) >
y(p)

Lemma 1 Out of all tuples that contain a point p1k ∈
B1 as the highest point, there is at least one and at
most O(tk) tuples determining rectangles that can be an
optimal solution, where tk = |X(p1k −−p1k+1)|+ 1.

Proof. For a tuple Q with points satisfying the ex-
tremum condition, let pr be the rightmost point. If
x(pr) > x(p1k+1), the rectangle that Q defines contains
p1k+1 and thus will have at least one more blue point
than Smin. The right side of the rectangle containing
p1k on its top side can either pass through p1k+1 ∈ B1 or
one of the points of B4 in X(p1k − −p1k+1). For each of
these points we construct a rectangle as described in Ob-
servation 2, then select the rectangle with the maximum
area from the set of constructed rectangles and add its
defining points to Q (all rectangles in X(p1k−−p1k+1) can
have the maximum area, hence the O(tk) bound). �
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Lemma 2 For all points in B1 ∪ B2 (resp., B3 ∪ B4),
there are at most O(m) tuples defining candidate rect-
angles.

Proof. We ignore the superscript in p1k and let tk be
defined as in Lemma 1, for any index k. The number of
tuples is at most N =

∑
pk∈B1∪B2

tk. Since for any k, l,
the sets X(pk−−pk+1), X(pl−−pl+1) are disjoint, N =
|X(p1−−p2)∪ · · ·∪X(pm1−1−−pm1

)|+m1 = |X(p1−
−pm1

)|+m1 = O(m) (where m1 = |B1 ∪B2|). �

In order to find the optimal solution, we iteratively
take each point of B1 ∪B2 and construct the candidate
rectangle for it, according to Lemma 1. After that, the
rectangle with the maximum area is returned as the so-
lution. Finding Smin takes O(n) time, finding Smax
takes O(m) time, and computing the staircases of B
takes O(m logm) time, as the points need to be ordered
by X (Y) coordinate (if blue points are initially available
in sorted order by one of the coordinates, this becomes
O(m)). After that, O(m) extra time is required to find
S∗, the maximium separating rectangle. At each itera-
tive step we take advantage of coordinate monotonicity
of points in Bi and keep a pointer to a previously ac-
cessed point, thus avoiding spending logarithmic time
in one iteration. Thus, we have proved the following
result.

Theorem 3 The axis-aligned version of the maximum-
area separating rectangle problem can be solved in
O(m logm + n) time. The running time reduces to
O(m+ n) if the blue points are presorted.

3 Algorithm for the non-axis-aligned version

Without loss of generality, we assume that there is no
blue point within CH(R), the convex hull of all red
points. For a given angle φ, let Lφ denote the two lines
of slope φ tangent to CH(R) on opposite sides. Lφ de-
fines a strip containing CH(R). Similarly, let L⊥φ denote
the two lines orthogonal to the lines in Lφ and tangent
to CH(R) on opposite sides. L⊥φ also defines a strip
containing CH(R). Note that the intersection of the
lines in Lφ and L⊥φ define Smin,φ, the smallest rectan-

gle containing CH(R) at orientation φ. Let (L,L⊥, φ)
denote the set of lines in Lφ and L⊥φ . Throughout the
paper, whenever understood, we are going to remove φ
from our notation. That is, we can use (L,L⊥) without
specifying the angle φ.

3.1 Optimal rotation ranges

L,L⊥, and CH(R) divide the plane into 12 regions.
Four of these regions are inside Smin,φ and denoted
as CNW , CSW , CSE , CNE . Another four of them are
within the union of the two strips defined by (L,L⊥), de-
noted by BN , BW , BS , BE . Finally, the remaining four

are defined by (L,L⊥) and the corners of Smin,φ and
denoted by BNW , BSW , BSE , BNE . Figure 5 illustrates
this. For a given angle φ, the 8 regions outside Smin,φ
will serve the same purpose as they did in Section 2.

Our general approach is as follows. Starting from
a given angle φ (initially φ = 0), we rotate (L,L⊥)
until one of the lines hits a blue point p at some angle
φ′. When we rotate past angle φ′, p defines an enter
event for one of the 12 regions and an exit event for an
adjacent region. Angle φ′ is called a region event and
point p is called a region event point. See figure 6 for an
illustration. Notice that, in the open rotation interval
(φ, φ′), there is no change in the number of blue points
in any of the 12 regions mentioned earlier. We keep
rotating until φ ≥ π/2.

Figure 5: The 12 regions and their convex hull

Figure 6: Blue point p enters BE and exit BNE , defining
a region event φ′

Each blue point defines two region event points and
the angle φ for each of these event points can be found
in O(log n) time by means of a binary search on CH(R).
We add these 2m angles together with the n slopes of
the edges on CH(R) to the unit circle of directions. This
computation takes O(m log n+ n) time.

Let (l, l⊥) denote the directions of (L,L⊥) on the cir-
cle of directions. We are going to rotate (l, l⊥) between
consecutive directions defined by region event points.
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Definition 3.1. We call elementary rotation range, a
range of angles [φ, φ′] defined by two consecutive region
event points.

Definition 3.2. We call optimal rotation range, an
elementary rotation range [φ, φ′] in which the number of
blue points inside Smin,α is minimal, ∀α : φ ≤ α ≤ φ′.

From now on, we focus only on optimal rotation
ranges. These ranges can be found in O(n+m) time by
counting the points inside Smin,φ at each region event
point.

For each angle φ of rotation, there is a maximum area
separating rectangle Sφ with polar angle φ.

Observation 3 Within any elementary rotation range
[φ, φ′], the number of blue points inside Smin is constant.
Hence, the number of blue points inside Sα, say Nα, is
constant, ∀α : φ ≤ α ≤ φ′.

Observation 4 The range [0, π/2] of rotation of
(L,L⊥) sweeps all blue points that can be sweeped by
a full [0, 2π] rotation range.

3.2 Finding the optimal rectangle within an elemen-
tary rotation range

We now give some insight into the structure of the prob-
lem within an elementary rotation range [φ, φ′]. Note
that the points defining Sα might change as α changes,
φ < α < φ′.

For any angle α ∈ [φ, φ′], consider the blue
points closest to each edge of Smin,α in quadrants
qN , qW , qS , qE , called bounding blue points. The bound-
ing sides are line segments parallel to Smin,α that go
through the bounding blue points. Also consider the
staircases SNW , SSW , SSE , SNE for the corresponding
4 quadrants. During rotation within an optimal range
[φ, φ′], the staircases may gain or lose blue points. In
addition, the bounding blue points qN , qW , qS , qE may
change.

Definition 3.5. An angle α ∈ [φ, φ′] is called a blue
edge event, if the closest blue point p to some edge of
Smin,α changes to q at angle α. Point q is called blue
edge event point. See Figure 7 for an illustration.

Note that region events can also be blue edge events,
as a blue point moving from one region to another may
become a bounding blue point.

Definition 3.6. An angle α ∈ [φ, φ′] is called an
insertion event, if some blue point q (called insertion
event point) is included in some staircase at angle α.
See Figure 8 for an illustration.

Definition 3.7. An angle α ∈ [φ, φ′] is called an
deletion event, if some blue point q (called deletion event
point) is excluded from some staircase at angle α. See
Figure 9 for an illustration.

At insertion and deletion events, the staircase needs
to be updated.

Figure 7: Closest blue point p to some edge of Smin,α
changes to q at angle α, which is thus a blue edge event

Figure 8: Blue point q appears on the staircase at rota-
tion angle α, which is thus an insertion event

Figure 9: Blue point q disappears from the staircase at
rotation angle α, which is thus a deletion event

248



28th Canadian Conference on Computational Geometry, 2016

Let the current strip rotation be α ∈ [φ, φ′]. To com-
pute blue edge events, we take the smallest angle α′

made by each side of Smin,α with the closest edge (in
counter-clockwise order) of its corresponding blue hull,
one of CH(BE), CH(BN ), CH(BW ), CH(BS). We
keep track of blue edge events as we sweep the unit circle
of directions with the angle α. We then set α = α+ α′

and repeat the process.

Lemma 4 All blue edge events in [0, π/2] that are not
region events can be treated in O(m logm) time.

For each blue point, during rotation, we store the
index of the region it belongs to. At region events, two
changes may occur to a staircase.

1) Points from one of BN , BW , BS , BE may appear
on an adjacent staircase.

2) A staircase may lose points, which enter an adja-
cent region, one of BN , BW , BS , BE . One of them may
become bounding blue point for the region it enters.

We ”reduce” the problem of finding the maximum
separating rectangle within an elementary rotation
range to the problem of computing the maximum empty
rectangles (MER’s) among the blue point set. In a nut-
shell, for all relevant blue points pi, we do the following.

1. Compute the necessary staircases of pi within angle
ranges of interest (see Figure 10 for an example)

2. Find the MER’s bounded by pi and its stair-
cases, by ”intersecting” the staircase approach in [8]
with our algorithm within optimal ranges, and select-
ing only those containing CH(R) (see Figure 10).

All the relevant blue points are in SNE∪SNW ∪SSW ∪
SSE ∪{qN , qW , qS , qE} (blue points that may appear on
these staircases at insertion events are also considered).
Note that, by performing these two steps for any blue
point pi inside Smin,φ, throughout the whole elementary
rotation range, the resulting rectangles will intersect
CH(R). Also, for any pi not on SNE∪SNW∪SSW∪SSE ,
the resulting rectangle will contain extra blue points.
Thus, we disregard them.

All staircases of pi are computed and maintained us-
ing the approach in [8].

Due to space limitation, we leave further details to
the full version of the paper.

We have come to the following result.

Theorem 5 The non axis-aligned maximum separating
retcangle of a set of red points R and a set of blue points
B can be found in O(m3 + n log n) time.

Proof. We first compute CH(R) in O(n log n) time.
After that, we spend O(m log n + n) time to find all
optimal rotation ranges, as shown earlier. Computing
the overall staircases takes O(m logm) time per rota-
tion range, or O(m2 logm) in total. There are O(m2)
insertion and deletion events, and each can be handled

Figure 10: Staircases of pi are computed, then the rect-
angles bounded by the staricases and pi and containing
CH(R) are computed. For this location of pi, there is
no need to coompute the NE staircase

in O(m) time. Computing and updating the staircase
for each relevant pi in each rotation range takes O(m)
time. That is O(m3) for all rotation ranges. As noted
in [8], the time needed to compute the largest B-empty
rectangle is O(m3 + r), where r is the number of B-
empty rectangle ranges. They also prove r = O(m3) in
total. In our case, we select those rectangle ranges in-
cluded in an optimal rotation range and trimmed to the
respective quadrants, in which the maximal rectangle
contains CH(R). Thus, the result follows. �

Note that our algorithm will find all optimal solu-
tions. It would be nice to argue a sub-cubic running
time.

However, we can show that the number of maximal
B-empty rectangles within an elementary rotation range
can be Θ(m3), using a construction similar to the one
in [4].

4 Algorithms for the 3D axis-aligned version

Given a set of blue points B and a set of red points R
in the 3D space, the goal is to find the axis aligned box
of maximum volume enclosing R and having the fewest
blue points.

We first make some important observations, then we
describe our algorithm.

4.1 Preliminaries

We extend the definitions from Sections 2 and 3 to the
3D case. Specifically, a separating box is a box enclosing
all red points and the fewest blue points. A maximum
separating box is a separating box of maximum volume.
The minimum blue box is the axis aligned box enclosing
R having minimum volume.
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First, compute the minimum blue box Smin, and dis-
card the blue points inside Smin, as they cannot be
avoided. Then, consider a 3D-strip defined on Smin,
consisting of an X axis, a Y axis, and a Z axis strip.
Similarly, to the 2D case, we extend the minimum blue
box in each of the 6 directions until each side passes
through a blue point. If this is not possible (the box
can be extended in some direction without ever hitting
a blue point), then the problem is unbounded and the
optimal box has infinite volume. Hence, from now on,
we assume that the problem is bounded. Denote the
resulting box by Smax. It is easy to see that the vol-
ume of the maximum separating box is no larger than
volume(Smax). We therefore discard blue points out-
side Smax.

A candidate box is a box S with Smin ⊆ S ⊆ Smax
that has a blue point on each face.

We subdivide B into 8 subsets
B+
NE , B

+
NW , B

+
SW , B

+
SE , B

−
NE , B

−
NW , B

−
SW , B

−
SE . Here

B+
NE is the subset of points within the box bounded by

the top NE corners of Smin, Smax (the other subsets
are defined in a similar manner). Note that no blue
point in any of the 8 subsets of B lies within the
3D-strip.

Definition 4.1. A point p ∈ B+
NW directly dominates

another point q ∈ B+
NW , if xp ≥ xq, yp ≤ yq, zp ≤ zq,

and there is no other point r ∈ B+
NW such that xp ≥

xr ≥ xq, yp ≤ yr ≤ yq, zp ≤ zr ≤ zq.
The definition can be extended as follows.

Definition 4.2. A point p ∈ B+
NW directly dominates

a point q ∈ B+
NE , if xp ≤ xq, yp ≤ yq, zp ≤ zq, and there

is no other point r ∈ B such that xp ≤ xr ≤ xq, yp ≤
yr ≤ yq, zp ≤ zr ≤ zq. The definition can be extended
to points from the other pairs of subsets of B, changing
x, y, z coordinate orders accordingly.

Figure 11 illustrates the concept of direct domination.

Figure 11: Points from BNW , BSW , BSE , BNE directly
dominated by point p ∈ B+

NW are shown. If projection
of some point q ∈ B+

NW below p is in the gray area Z,
then p can be ignored

For p ∈ B, denote by D(p) the set of points in B di-

rectly dominated by p and project D(p) on the xOy
plane. Also denote by X(p) the rectilinear polygon
formed by connecting the points in the projected D(p)
as follows. First, the points q ∈ D(p) are sorted by
the angle between the line through the center of Smin
and q and the X axis. Note that, for instance, in B+

NW

the points of D(p) are ordered non-increasingly by X
coordinate and non-decreasingly by Y coordinate (in
the other subsets of B+, D(p) is ordered accordingly).
Then, each two adjacent points q, r ∈ D(p) are con-
nected by two line segments, based on the subset they
belong to. Specifically, if q, r ∈ B+

NW and q is before
r in D(p), then connect q to a horizontal segment to
the west of q and r to a vertical segment to the north
of r such that these segments meet. The first point of
D(p) within B+

NW is connected to the north edge of the
projected Smax and the last point is connected to the
west edge. The cases where r, q are in the other subsets
of B+ are treated similarly. Refer to Figure 12 for an
illustration.

Figure 12: X(p)

For any point p ∈ B+(B−) and for any candidate box
supported by p on the top (bottom) face, the 4 corners
of the top (bottom) face must be inside X(p) (otherwise
the box would contain some points of D(p)). Let Z be
the rectangle having the projection of p as one corner
and the closest corner of the projection of Smin as the
other corner (see Figure 11). If the projection of some
point q ∈ B+(B−) below (above) p is inside Z, then
p cannot be a bounding point for a candidate box, as
otherwise it would be forced to contain q.

4.2 Solution

For any point p ∈ B+
NW , we consider a set T (p) of 4 rect-

angles Ti(p), i = 1, 2, 3, 4, defined as follows. Consider
the projection of p on the xOy plane, as in the previous
section. Abusing notation, refer to the projection of a
point q as simply q, and the projection of a box S as the
rectangle S. Consider the two lines l1p, l

2
p through p (lp1
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is X-aligned and lp2 is Y-aligned). Then each rectangle
of T (p) is bounded by two of the lines that form the
boundary of Smin. In addition, T1(p) is bounded by lp1
and the left side of Smax, T2(p) is bounded by lp2 and the
south side of Smax, T3(p) is bounded by lp1 and the right
side of Smax and T4(p) is bounded by lp2 and the right
side of Smax. Figure 13 shows how these rectangles are
defined. If there exists a blue point q below p within
Ti(p) for some i = 1, 2, 3, 4, then X(p) is retracted so
that the edge flush with the side of Smax closest to q
is replaced by the edge through q (updating adjacent
edges accordingly and adding q to X(p), as shown in
Figure 13. The argument also holds for p ∈ B+

j , p ∈ B−j
for any other j ∈ {NW,NE,SW,SE}.

Figure 13: Rectangles of T (p) are shaded in gray. If
projection of some point q is within some of these rect-
angles, it redefines X(p)

For each pair of points p ∈ B+, q ∈ B−, we compute
the largest box bounded above by p and below by q. We
check whether there exists a point r ∈ B+ below p such
that the projection of r is within the Z region defined
by p, or r ∈ B− above q such that the projection of
r is within the Z region defined by q. If there exists
such r, then we disregard the pair p, q. We construct
the chains X(p), X(q) as described above. Let C be the
staircase chain of projections of points in X(p)∪X(q) on
xOy that are directly dominated by the projection of p.
We then resort to solving the 2D axis-aligned version of
the problem with C as blue point set in O(m+ n) time
(assuming B is pre-sorted by x, y, z). We can prove the
following result.

Theorem 6 The maximum axis-aligned separating box
of a set of red points R and a set of blue points B can
be found in O(m2(m+ n)) time.

Proof. We first spend O(m + n) time to compute
Smin, Smax. There are O(m2) pairs of points p ∈
B+, q ∈ B−. After sorting B by x, then by y, then
by z coordinates in O(m logm) time, each pair (p, q) is
treated in O(m+n) time. Hence, the result follows. �

5 Conclusion and Remarks

We addressed the problem of finding the maximum area
separating rectangle of red and blue points. We consid-
ered three cases: the axis-aligned 2D case and 3D case,
as well as the arbitrary orientation planar case. For
the axis-aligned planar case, we presented a near-linear
time algorithm. We also presented an O(m3 + n log n)
time algorithm for the arbitrary oriented planar case.
Finally, we gave an O(m2(m + n)) time algorithm for
the 3D case. We leave open improving the time for ar-
bitrary orientation for the 2D case.
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Characterizing minimum-length coordinated motions for two discs

David Kirkpatrick∗ Paul Liu†

Abstract

We study the problem of planning coordinated motions
for two disc robots in an otherwise obstacle-free plane.
We give a characterization of collision-avoiding motions
that minimize the total trace length of the disc centres,
for all initial and final configurations of the robots. The
individual traces are composed of at most six (straight
or circular-arc) segments, and their total length can be
expressed as a simple integral with a closed form solu-
tion depending only on the initial and final configuration
of the robots.

1 Introduction

We consider the problem of planning collision-free mo-
tions for two disc robots of arbitrary radius in an other-
wise obstacle-free environment. Given two discs A and
B in the plane, with specified initial and final configu-
rations, we seek a shortest collision-free motion taking
A and B from their initial to their final configurations.
The length of such a motion is defined to be the length
sum of paths traced by the centres of A and B.

The consideration of disc robots in motion planning
has amassed a substantial body of research, the bulk of
which is focused on the feasibility, rather than optimal-
ity, of motions. Schwartz and Sharir [5] were the first
to study motion planning for k discs among n polyg-
onal obstacles. For k = 2, they developed an O(n3)
algorithm (later improved to O(n2) [6, 9]) to determine
if a collision-free motion connecting two specified con-
figurations is feasible. When the number of robots k
is unbounded, Spirakis and Yap [7] showed that even
determining feasibility is NP-hard for disc robots, al-
though the proof relies on the robots having different
radii.

When considering the optimality of a coordinated mo-
tion, one could adopt several different cost measures.
Algorithms that optimize motions with respect to total
distance traced by the centers of the two robots, the
measure adopted in this paper, are typically numeri-
cal or iterative in nature, with no precise performance
bounds [8]. If the robots are velocity constrained, an-
other natural measure would be realization time [1].

∗Department of Computer Science, UBC, kirk@cs.ubc.ca
†Department of Computer Science, UBC,

paul.liu.ubc@gmail.com

Note that the coordination required to minimize dis-
tance is not the same as that required to minimize time.

This paper makes several novel contributions to
the understanding of minimum-length coordinated mo-
tions. We first characterize all configurations that admit
straight-line optimal motions. For all other configura-
tions, the motion from initial to final configuration in-
volves either a net clockwise or counter-clockwise turn
in the relative position of the discs. In this case, our re-
sults describe either (i) a single optimal motion, or (ii)
two feasible motions, of which one is optimal among all
net clockwise motions and the other is optimal among
all net counter-clockwise motions. For (ii), one of the
two motions will be globally optimal. The motions we
describe are composed of a constant number of straight
segments and circular arcs of radius s, the sum of the
disc radii. The total path length can be expressed as a
simple integral depending only on the initial and final
positions of the discs.

Our general approach is based on the Cauchy surface
area formula, which was first applied to motion plan-
ning by Icking et al. [3] to establish the optimality of
motions of a directed line segment in the plane, where
distance is measured by the length sum of the paths
traced by the two endpoints of the segment. (The prob-
lem of optimizing the motion of a line segment, even in
the absence of obstacles, has a rich history; see [3], and
references therein.) Of course, the problem of moving
a directed line segment of length s corresponds exactly
to the coordinated motion of two discs with radius sum
s constrained to remain in contact throughout the mo-
tion. Hence the coordinated motion of two discs with
radius sum s is equivalent to the problem of moving an
“extensible” line segment that can extend freely but has
minimum length s. As such, our results also generalize
those of Icking et al. [3]. Although we use some of the
same tools introduced by Icking et al., our generaliza-
tion is non-trivial; the path-embedding argument that
lies at the heart of the proof of Icking et al. depends in
an essential way on the assumption that the rod length
is fixed throughout the motion.

The rest of the paper is organized as follows. In
Section 2 we outline some basic definitions. Section 3
summarizes the general structure of our proofs, and the
main proof and algorithm is presented in Section 4. It
is the (unavoidable) nature of our results that they in-
volve an extensive case analysis, far more than can be
dealt with comprehensively in eight pages. Our objec-
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tive is to provide sufficient detail on a small number of
typical cases to convey the general nature of our con-
structions, together with indications of where extraor-
dinary treatment is required. A longer version of this
paper (see [4]) provides more comprehensive proofs; full
details will appear in the forthcoming MSc thesis of the
second author.

2 Background

We want to describe collision-free coordinated motions,
for a pair of disc robots, between their initial and fi-
nal configurations. We specify the (instantaneous) po-
sition of a disc by the location (in <2) of its centre.
A placement of a disc pair (A,B) is a pair (A,B),
where A (resp. B) denotes the position of A (resp.
B). A placement (A,B) is said to be compatible if
||A−B|| ≥ s.

A trajectory ξA of a disc A from a position A0 to
a position A1 is a continuous, rectifiable curve ξA :
[0, 1]→ <2, where ξA(0) = A0, ξA(1) = A1. The length
`(ξA) of a trajectory ξA is simply the arc-length of its
trace.

A (coordinated) motion m of a disc pair (A,B)
from a placement (A0, B0) to a placement (A1, B1) is
a pair (ξA, ξB), where ξA (resp. ξB) is a trajectory of
A (resp. B) from position A0 to a position A1 (resp.
position B0 to a position B1). A motion is said to be
compatible if all of its associated placements are com-
patible. Unless otherwise specified, all placements and
motions that arise in this paper are compatible.

The separation between two placements (A0, B0)
and (A1, B1) is simply ||A1−A0||+ ||B1−B0||, the net
Euclidean distance traversed by discs A and B in mov-
ing from placement (A0, B0) to placement (A1, B1). The
separation clearly provides a lower bound on the length
`(m) of any motion m between placements (A0, B0) and
(A1, B1), defined as the sum of the lengths of its asso-
ciated trajectories. Finally, the (collision-free) dis-
tance d(P0, P1) between two placements P0 and P1 is
the minimum possible length over all compatible mo-
tions m from P0 to P1. We refer to any compatible mo-
tion m between P0 and P1 satisfying `(m) = d(P0, P1)
as an optimal motion from P0 to P1.

3 The general approach

Suppose that the discs have initial placement P0 =
(A0, B0) and final placement P1 = (A1, B1), and let
m = (ξA, ξB) be any motion from P0 to P1. Denote byÙξA (resp. ÙξB) the closed curve defining the boundary of
the convex hull of ξA (resp. ξB). Since ξA (resp. ξB),
together with the segment A0A1 (resp. B0B1), forms a

closed curve whose convex hull has boundary ÙξA (resp.

ÙξB), it follows from convexity that:

`(ξA) ≥ `(ÙξA)− `(A0A1) and `(ξB) ≥ `(ÙξB)− `(B0B1)
(1)

Given a placement P , we refer to the angle formed
by the vector from B[P ] to A[P ] with respect to the x-
axis as the angle of the placement P . Let [θ0, θ1] be the
range of angles counter-clockwise between the angle of
P0 and P1.

Observation 1 Let m be any motion from P0 to P1,
and let I denote the range of angles realized by the set of
placements in m. Then [θ0, θ1] ⊆ I or S1 − [θ0, θ1] ⊆ I.

We use Observation 1 to categorize the motions we
describe into net clockwise and net counter-clockwise
motions. Net clockwise motions satisfy S1− [θ0, θ1] ⊆ I
and net counter-clockwise motions satisfy [θ0, θ1] ⊆ I.

Since any motion is either net clockwise or net
counter-clockwise (or both) it suffices to optimize over
net clockwise and net counter-clockwise motions sepa-
rately. The following lemma sets out sufficient condi-
tions for net (counter-)clockwise motions to be optimal.

Lemma 1 Let m = (ξA, ξB) be any net (counter-)clock-
wise motion from P0 to P1 satisfying the following prop-
erties:

1. ÙξA = ξA ∪A0A1 and ÙξB = ξB ∪B0B1; and

2. `(ÙξA) + `(ÙξB) is minimized over all possible net
(counter-)clockwise motions.

Then m is a shortest net (counter-)clockwise motion
from P0 to P1.

Proof. Let m′ = (ξ′A, ξ
′
B) be any net (counter-)clock-

wise motion from P0 to P1. It follows from property 1

that `(m) = `(ÙξA)−`(A0A1)+`(ÙξB)−`(B0B1). Further-

more, from 2 we know that `(ÙξA)+`(ÙξB) ≤ `(Ùξ′A)+`(Ùξ′B).
Thus, using inequality (1), we have

`(m) ≤ `(Ùξ′A)−`(A0A1)+`(Ùξ′B)−`(B0B1) ≤ `(m′). �

When a net (counter-)clockwise motion satisfies the
two properties of Lemma 1, we say it is (counter-
)clockwise optimal. Figure 1 illustrates two motions
from the placement (A0, B0) to the placement (A1, B1).
The blue motion, where B first pivots about A0 and
moves to B1, followed by A moving from A0 to A1, is
counter-clockwise optimal. The yellow motion, where A
first pivots about B0 and moves to A1, followed by B
moving from B0 to B1, is clockwise optimal (as one can
check following the proofs of Section 4). However, only
the yellow motion is optimal.

While property 1 of Lemma 1 is typically easy to ver-
ify, property 2 is less straightforward. Fortunately, an
application of Cauchy’s surface area formula (Theorem
2) suffices in all cases of interest. Theorem 2 allows us

253



CCCG 2016, Vancouver, British Columbia, August 3–5, 2016

Figure 1: Clockwise (yellow) and counter-clockwise
(blue) motions satisfying the two properties of Lemma
1.

to translate the problem of measuring lengths of curves

into a problem of measuring the support functions of ÙξA
and ÙξB at certain critical angles. As it turns out, check-
ing the properties of a curve’s support function is much
easier than those of it’s length.

Definition 1 Let C be a closed curve. The support
function hC : S1 → R of C is defined as

hC(θ) = sup{x cos θ + y sin θ : (x, y) ∈ C}.

For an angle θ, the set points that realize the supremum
above are called support points, and the line oriented
at angle π

2 + θ going through the support points is called
the support line (see Figure 2).

Figure 2: The (two) support points and support line at
angle θ of a given curve.

Theorem 2 (Cauchy’s surface area formula [2, Section
5.3]) Let C be a closed convex curve in the plane and
hC be the support function of C. Then

`(C) =

∫ 2π

0

hC(θ)dθ. (2)

As noted in [3], it follows from Theorem 2 that we
can bound the length of two convex curves in the plane:

Corollary 3 Let C1 and C2 be closed convex curves in
the plane. Then the sum of their lengths can be ex-
pressed as follows:

`(C1) + `(C2) =

∫ 2π

0

(h1(θ) + h2(π + θ)) dθ, (3)

where hi is the support function of Ci.

In order to argue the optimality of our motions, we
use the following observation that provides a bound on
support functions in specified ranges. Let hA (resp. hB)

denote the support function of ÙξA (resp. ÙξB), and let
hAB(θ) denote the sum hA(θ) +hB(π+ θ). Recall that s
is the radii sum of the two disks.

Observation 2 Let P0 and P1 be two configurations
and let [θ0, θ1] be the range of angles counter-clockwise
between the angles of P0 and P1. Then, for all net
counter-clockwise motions from P0 to P1, and θ ∈
[θ0, θ1], hAB(θ) ≥ s. Similarly, for all net clockwise mo-
tions and θ ∈ S1 − [θ0, θ1], hAB(θ) ≥ s.

For all support angles, the support function hA (resp.
hB) is lower bounded by the support function HA (resp.

HB) of A0A1 (resp. B0B1), since A0A1 ⊂ ÙξA (resp.

B0B1 ⊂ ÙξB). For all of our specified motions, it will be
the case that whenever this lower bound is not achieved,
the one given by Observation 2 is.

In the next section we give explicit constructions
of optimal motions for many initial-final configuration
pairs. This includes, of course, all those whose associ-
ated trajectories correspond to two straight segments,
what we refer to as straight-line motions. In other
cases, we construct both the clockwise and counter-
clockwise optimal motions, one of which must be op-
timal among all motions.

4 Optimal paths for two discs

Our constructions of shortest (counter-)clockwise mo-
tions can be summarized by the following theorem:

Theorem 4 Let A and B be two discs with radius sum
s in an obstacle-free plane with arbitrary initial and fi-
nal placements P0 = (A0, B0) and P1 = (A1, B1). Then
there is a shortest motion from P0 to P1 composed of
at most three circular arcs of radius s and straight seg-
ments.

We devote this entire section to the identification and
exhaustively treatment of various cases of Theorem 4.
The paths that we identify in each case also allow us
to provide the following unified characterization of the
optimal path length, covering all cases:
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Corollary 5 Let HA and HB be the support functions
of the segments A0A1 and B0B1 respectively, HAB(θ) :=
HA(θ)+HB(π+θ), and m be an optimal motion between
P0 and P1. Let [θ0, θ1] be the range of angles counter-
clockwise between P0 and P1. Then

`(m) = min

Å∫ 2π

0

max(HAB(θ), s · 1[θ0,θ1])dθ,

∫ 2π

0

max(HAB(θ), s · 1S1−[θ0,θ1])dθ
ã

where 1[a,b] is the indicator function of the interval [a, b].

Though the expression in Corollary 5 looks daunting,
the only difference between the two integrals is the indi-
cator function used. The support functions themselves
can be expressed in closed form and the integrals are
clearly lower bounds on the path length by Corollary
3 and Observation 2. We emphasize that the integrals
can be expressed in closed form if needed, albeit with
some cases involved.

We now introduce some additional tools that will help
us classify the initial and final placements into different
cases.

Let p and q be arbitrary points. We denote by circs(p)
the open disk of radius s centred at point p. In addition
we use (i) corrs(p, q) to denote the corridor formed by
the Minkowski sum of the line segment pq and an open
disk of radius s, and (ii) cones(p, q) to denote the cone
formed by all half-lines from p that intersect circs(q).

If disc A is centred at location A then circs(A) cor-
responds to the locations forbidden to the centre of
disc B in a compatible placement. Note that, if point
A 6∈ corrs(B0, B1) it is possible to translate B from B0

to B1 without intersecting disc A with centre at point
A.

What follows is a case analysis of various scenarios
for the initial and final placements. We first classify
the cases by the containment of A0, A1, B0, B1 within
corrs(A0, A1) and corrs(B0, B1) (see Table 1). While
there appears to be 16 cases—since each point is either
contained within a corridor or not—they cluster into
just three disjoint collections, referred to as Cases 1, 2
and 3. These are further reduced by symmetries which
include (i) interchanging the initial and final placements
and (ii) switching the roles of A and B.

In all cases our specified motion has a common form –
with a possible switch of the roles of A and B. We iden-
tify an intermediate position Aint (possibly A0 or A1)
and perform the following sequence of (locally shortest)
moves:

1. Move A from A0 to Aint, avoiding circs(B0);
2. Move B from B0 to B1, avoiding circs(Aint); then
3. Move A from Aint to A1, while avoiding circs(B1).

Case A0 ∈
corrs(B0, B1)

A1 ∈
corrs(B0, B1)

B0 ∈
corrs(A0, A1)

B1 ∈
corrs(A0, A1)

1a false * * false

1b * false false *

2a true * true *

2b * true * true

3a true true false false

3b false false true true

Table 1: All cases of possible motions. The ∗ entries
mean that the specified condition could be true or
false.

Without loss of generality, assume that our initial and
final configurations have been normalized as follows: B0

and B1 lie on the x-axis with B0 at the origin, B1 right
of B0. In all but a few special cases, we will only exam-
ine motions that are net counter-clockwise; net clock-
wise optimal motions can be obtained by reflecting the
initial and final placements across the x-axis and then
examining net counter-clockwise motions.

The net counter-clockwise orientation of our proposed
motion m = (ξA, ξB) as well as the fact that A0A1 (resp.

B0B1) are part of ÙξA (resp. ÙξB) will typically be straight-
forward to verify. Hence the bulk of our arguments will

use Corollary 3 to show that `(ÙξA) + `(ÙξB) is minimized.

4.1 Case 1

It suffices to treat Case 1a, as Case 1b reduces to Case
1a by either symmetry (i) or (ii). In Case 1a, A0 6∈
corrs(B0, B1), so on the first step we translate B from
B0 to B1 in a straight line without touching A. At this
point A can move freely in a straight line from A0 to
A1, as B1 6∈ corrs(A0, A1). As we shall see through
examining the other cases, Case 1 is the only situation
where a straight-line motion is possible.

4.2 Case 2

It suffices to treat Case 2a since Case 2b reduces to
Case 2a by symmetry (i); thus we assume that A0 ∈
corrs(B0, B1) and B0 ∈ corrs(A0, A1).

There are many subcases to consider, depending
on the location of A1 and B1 relative to A0. We
start with the simplest of these, those that arise when
cones(A0, B0) and circs(B1) are disjoint (see Figure 3).

4.2.1 cones(A0, B0) and circs(B1) do not intersect

In this case, one can construct zones I-IV in Figure 3
in which each zone has a net counter-clockwise optimal
motion of a different form. The zones are constructed
through the following tangents and curves:
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Figure 3: Zones of Case 2 (Section 4.2). Typical paths
in each zone are shown as dotted lines.

1. The horizontal tangent through the uppermost
point u of circs(B0). This tangent and the arc of
circs(B0) between u and p (where p is the upper
tangent point between A0 and circs(B0)) separates
zone I and II.

2. The tangent through p to circs(B1). This tangent
separates zone II and III.

3. The tangent line from A0 to circs(B1). This tan-
gent separates zone III and IV.

Note that zone III and IV may be empty, if the posi-
tion of A0 lies below the line tangent to the bottom of
circs(B0) and the top of circs(B1).

For each zone we specify the location of the interme-
diate point Aint as follows:
zone I: Aint is the point A1.
zone II: Aint is the rightmost point of intersection be-
tween the tangent from A1 to circs(B1) and circs(B0).
zone III: Aint the point of intersection of the tan-
gent from A1 to circs(B1) and the tangent from A0 to
circs(B0).
zone IV: Aint is the point A0.

We then define points T0 and T1 which are the lower
points of tangency to circs(Aint) from B0 and B1 re-
spectively. Our three-step generic motion involves:

1. Moving A on the shortest path from A0 to Aint,
avoiding circs(B0). This may involve rotating A
counter-clockwise about B0 in a range of angles
[α0, α1].

2. Moving B from B0 to B1 avoiding circs(Aint). This
involves translating B from B0 to T0, rotating B
counter-clockwise about Aint from T0 to T1 in a
range of angles [β0, β1], and then translating B from
T1 to B1.

3. Translating A from Aint to A1 (collision-free by the
disjointness of cones(A0, B0) and circs(B1)).

Claim 1 The motions described above are optimal.

Proof. It is easy to check that property 1 of Lemma
1 is satisfied. To show that property 2 holds as well

we verify that hAB(θ) matches its lower bound and then
use Corollary 3. We check that, for all angles θ, either
hAB(θ) = s or is determined by A and B in their initial
or final position.

If the range of angles [α0, α1] is non-empty then, by
construction, α0 is normal to the right tangent from A0

to circs(B0) and α1 is normal to the left tangent from
Aint to circs(B0). This ensures that for the range of
angles [α0, α1], B0 is a support point of hB(θ+π) while
the support point of hA(θ) lies on the arc of the circle
traversed by A. Hence hAB(θ) = s for θ ∈ [α0, α1].

Similarly, if the range of angles [β0, β1] is non-empty
then, by construction, β0 is normal to the right tan-
gent from B0 to circs(Aint) and β1 is normal to the left
tangent from B1 to circs(Aint) (equivalently, the left
tangent from Aint to circs(B1)). This ensures that for
the range of angles [β0, β1], Aint is the support point of
hA(θ) while the support point of hB(θ + π) lies on the
arc of the circle traversed by B. Hence hAB(θ) = s for
θ ∈ [β0, β1].

For angles in S1 − [β0, β1] − [α0, α1], it is easy to
confirm that either A0 or A1 must be one support point,
and either B0 or B1 must be the other. �

Note that if A1 is replaced by any point on the seg-
ment joining Aint and A1 the optimal motion is un-
changed, except for a shortening of the third move. Con-
sequently, although they do not fall under case 2 accord-
ing to our classification, configurations in which A1 lies
in the small white triangle at the apex of cones(A0, B0)
(see Figure 3) are completely covered by the analysis
above.

4.2.2 cones(A0, B0) and circs(B1) intersect

Although conceptually very similar (for the most part),
the optimal motions that arise when cones(A0, B0) and
circs(B1) intersect are complicated by the fact that the
path from Aint to A1 must avoid circs(B1). In particu-
lar, placements of Aint inside circs(B1) are forbidden.

The modifications we require to the paths in Sec-
tion 4.2.1 are to those originating in zone IV. Previ-
ously, the intermediate point Aint in zone IV was al-
ways the point A0. However in exceptional cases, such
as when A0 ∈ circs(B1), A0 is infeasible as an interme-
diate point. Let t be this intermediate point, which we
define below depending on the relative position of B0,
B1, and A0.

Let p be the tangent point between A0 and circs(B0).
If circs(B0) and circs(B1) intersects, let q be that inter-
section point. If A0 ∈ circs(B1), let r be the intersection
point between circs(B1) and the line through A0 and p.

• If q exists and p is clockwise of q on circs(B0), then
let t be q.
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• If q exists and p is counter-clockwise of q on
circs(B0), then let t be r if r exists, and let t be A0

otherwise.

By using this choice of Aint for zone IV and taking
care of the exceptional configurations in Section 4.5, one
can show through similar proofs to those in Section 4.2.1
that the zone IV motion is net counter-clockwise opti-
mal.

Figure 4: Zone classification when cones(A0, B0) and
circs(B1) intersect. In this case we use the tangent to
circs(B1) at t to form the left boundary of zone IV.
Regions addressed by Lemma 6 are coloured in lighter
shades.

Figure 5: Zone classification when cones(A0, B0) and
circs(B1) intersect and A0 ∈ circs(B1).

A more serious complication arises when A0 occu-
pies an extreme position in the bottom of corrs(B0, B1)
(see Fig. 4). In this situation, when A1 lies within
both cones(A0, B0) and cones(A0, B1), the motion sug-
gested by our previous zone I analysis does not satisfy
the properties needed to support a proof of optimality
using Lemma 1. Fortunately, this corresponds to a spe-
cial case of a more general scenario in which we can
prove that there exists a clockwise-optimal motion that
is globally optimal (making it unnecessary to try and
construct a counter-clockwise optimal motion). Fur-
thermore, the clockwise motion will correspond to a

Figure 6: Zones of Case 3 (Section 4.3). Typical paths
in each zone are shown as dotted lines.

vertically reflected version of a counter-clockwise mo-
tion that we’ve proven optimal above. A technical
lemma (Lemma 6) describing this scenario is given in
Section 4.4.

4.3 Case 3

Given the results of our Case 1 and Case 2 analysis (and
its symmetric counterpart when the initial and final con-
figurations are interchanged), we can assume that (i)
both A0 and A1 lie in corrs(B0, B1).

After removing cases in which the motion is counter-
clockwise optimal (by Lemma 6), Case 3 becomes highly
constrained. We focus on situations where the motion
is not known to be clockwise optimal.

4.3.1 Counter-clockwise optimal motions

Figure 6 illustrates the zone definition for all cases where
the optimal motion is not known to be net-clockwise.
The zones I-IV of Figure 6 are defined by the following
curves:

1. The two upper tangents from A0 to circs(B0) and
circs(B1) (through tangent points pi). These tan-
gents separate zone I from the rest of the zones.
The tangent from A0 to p1 forms the left boundary
of zone II if A0 is below the tangent from the bot-
tom of circs(B0) to the top of circs(B1). The tan-
gent from A0 to p0 forms part of the right boundary
of zone II.

2. The two horizontal tangents from circs(B0).
3. The lower tangent from A0 to circs(B0) and

circs(B1) (through tangent points qi). The tan-
gent from A0 to q1 (resp. q0) form part of the right
(resp. left) boundary for zone III (resp. zone IV).
The tangent from A0 to q0 forms the left boundary
of zone II if A0 is above the tangent from below
circs(B0) to above circs(B1).

4. The arc of circs(B0) (resp. circs(B1)) from p0 to
t0 (resp. p1 to t1). If the tangent from A0 to p0
(resp. to p1) does not intersect circs(B1) (resp.
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circs(B0)), then t0 is q0 (resp. t1 is q1). Otherwise,
t0 (resp. t1) is the intersection point.

5. The arc of circs(B0) (resp. circs(B1)) from t0 to q0
(resp. t1 to q1). These arcs forms part of the left
and right boundaries of zone II.

We now specify, for each zone, the location of Aint,
and define T0 and T1 to be the lower tangent points of
B0 and B1 to circs(Aint) respectively.
zone I: Aint is the point A1.
zone II: Aint is the point A0.
zone III: Aint is the intersection point of the tangent
from A1 to the circs(B0) and the tangent from A0 to
circs(B1).
zone IV: Aint is the intersection point of the tangent
from A0 to the circs(B0) and the tangent from A1 to
circs(B1).

Our generic three-stage motion then becomes:

1. Move A on a straight line from A0 to Aint

2. Move B fromB0 toB1 avoiding circs(Aint). This in-
volves moving B to T0, rotating B counter-clockwise
about A0 to T1 in a range of angles [β0, β1], and
then moving B from T1 to B1.

3. Move A on a straight line motion from Aint to A1.

Note that in zone IV of Figure 6, all optimal counter-
clockwise motions are of exactly the same from as zone
III of Case 2.

Claim 2 The motions described above are optimal.

Proof. As before, it is easy to check that property 1 of
Lemma 1 is satisfied. To show that property 2 holds as
well we verify that hAB(θ) matches its lower bound and
then use Corollary 3. We check that, for all directions θ,
either hAB(θ) = s or the support function is determined
by A and B in their initial or final position.

By construction, β0 is normal to the right tangent
from B0 to circs(Aint) (equivalently, the right tangent
from Aint to circs(B0)) and β1 is normal to the left tan-
gent from B1 to circs(Aint) (equivalently, the left tan-
gent from Aint to circs(B1)). This ensures that for the
range of angles [β0, β1], Aint is one support point while
the other support point lies on the arc of the circle tra-
versed by B. Hence hAB(θ) = s for θ ∈ [β0, β1].

For angles in S1 − [β0, β1], it is easy to confirm that
either A0 or A1 must be one support point, and either
B0 or B1 must be the other. �

In Figures 8 and 9 of Section 4.4, we show how some
exceptional cases are handled by Lemma 6, such as the
case where the circles are intersecting.

4.4 Clockwise-minimal motions

Lemma 6 describes a set of placements for which the op-
timal motion is net clockwise. This lemma will deal with

subcases within Case 2 and Case 3 for which the demon-
stration of net counter-clockwise optimal motions seems
beyond the reach of Cauchy’s surface area formula. The
proof of this lemma involves the explicit construction
of a clockwise motion that is at least as good as any
counter-clockwise motion. The proof is elementary, but
lengthy. For this reason, we provide the proof in [4].

Lemma 6 Suppose that A0, A1 ∈ corrs(B0, B1) and
cones(Ai, Bi) intersects circs(Bj) for any i, j ∈ {0, 1}
with i 6= j. Let Hi be the half-space under the tangent
of cones(Ai, Bi) intersecting circs(Bj) and suppose that
Aj ∈ Hi. If Ai is below the line connecting B0 with B1,
then the optimal motion must be net clockwise. Other-
wise the optimal motion is net counter-clockwise.

4.5 Exceptional configurations in Case 2

When cones(A0, B0) and circs(B1) intersect, our argu-
ments from Section 4.2 can be insufficient in a variety
of ways. For example, when A0 is as depicted in Fig-
ure 4 and A1 is situated under the lower intersection
point of circs(B0) and circs(B1), the zone I motion we
previously outlined would first move A from A0 to A1,
and then rotate B from B0 to B1. However, one can
verify that this motion does not minimize the support
function while B is rotating, as the support point of hA
while B is rotating switches from A1 to A0 before the
rotation is complete.

Another example can be seen in Figure 7. Suppose
A1 is situated right of circs(B1) and above the lower
horizontal tangent of circs(B1). Then the zone IV mo-
tion previously outlined would first rotate B from B0 to
B1, and then rotate A from A0 to A1 about circs(B1).
However, during this last rotation, the support function
is not minimized, as the support point of hB switches
from B1 to B0 once A rotates past 3π/2.

Figure 7: Zone classification when cones(A0, B0) and
circs(B1) intersect. Regions addressed by Lemma 6 are
coloured in lighter shades.

Fortunately, both of these inefficiencies are addressed
by Lemma 6, as in both cases the optimal motion is net
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clockwise. By an exhaustive treatment, one can verify
that the only cases where our Case 2 arguments fail are
once for which the optimal motion is net clockwise.

4.6 Exceptional configurations in Case 3

Figure 8: Case 3, when s-circ(B0) and s-circ(B1) inter-
sect. A0 and A1 are both above the intersection.

Figure 9: Case 3, when s-circ(B0) and s-circ(B1) inter-
sect. A0 and A1 are both below the intersection.

As stated in Section 4.3, Case 3 is highly constrained,
and the zones are simpler than those in Case 2. When
circs(B0) and circs(B1) intersect, the description of the
zones change slightly, and certain configurations be-
come impossible. For example, when s-circ(B0) and
s-circ(B1) intersect, observe that the constraints force
either A0 and A1 to be both above the B circles, or
both below. If one of the Ai’s were above and the other
below, then we would be in Case 2. Figures 8 and 9
outline two cases in which the zones differ from our pre-
vious description.

In Figure 8, the zones are constructed similarly to
Figure 6. However, the lower boundary of zones II-
IV is now formed by the boundaries of circs(B0) and
circs(B1) above their intersection point. The motions
in zones I-IV, as well as proofs of optimality, remain
valid for all four zones.

In Figure 9, we note that the optimal motion is clock-
wise by Lemma 6. After vertically reflecting Figure 9
to obtain the clockwise optimal motion, note that it be-
comes Figure 8 exactly, and thus is already handled by
our previous analysis.

As far as we know, our tools are limited to the case
when the robots are discs in 2D. Indeed, when the robots
are spheres in 3D, even if the initial and final positions
of the robot are coplanar, we are unsure if the shortest
path stays within the plane (except in special cases).
The 3D extension of the problem as well as the 2D
problem with obstacles remain subjects for future ex-
ploration.
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Maximizing the Sum of Radii of Disjoint Balls or Disks

David Eppstein∗

Abstract

Finding nonoverlapping balls with given centers in any
metric space, maximizing the sum of radii of the balls,
can be expressed as a linear program. Its dual linear pro-
gram expresses the problem of finding a minimum-weight
set of cycles (allowing 2-cycles) covering all vertices in
a complete geometric graph. For points in a Euclidean
space of any finite dimension d, this graph can be re-
placed by a sparse subgraph obeying a separator theorem.
This graph structure leads to an algorithm for finding
the optimum set of balls in time O(n2−1/d), improving
the O(n3) time of a naive cycle cover algorithm.

1 Introduction

Researchers of map labeling (the placement of non-
overlapping text labels on maps or other visualizations)
have studied various problems of assigning shapes of max-
imum size to a given set of points in the plane [5,13,16,21].
One simple case of this problem, finding circles centered
at the given points that maximize the minimum radius,
can be solved by finding the closest pair of points and
setting all radii equal to half of this pair’s distance. How-
ever, this measure of solution quality penalizes the label
sizes even for points far away from the closest pair, where
larger radii could be used without overlap. On the other
hand, an L2 measure of solution quality (maximizing the
sum of disk areas) would also be unsatisfactory: even
with only two points to be labeled, the L2 solution would
assign zero radius to one point. In this paper, we study
the L1 version of this problem, in which we are given as
input n points and must maximize the sum of radii of
disjoint disks centered at those points. Two points can
be optimally labeled by two equal-radius disks, and this
criterion has the largest value of p among Lp criteria
(maximizing sums of pth powers of the radii) that allow
this equal-radius solution.
The same problem can be generalized to arbitrary

metric spaces, with some care about definitions. We
may specify a ball by its center (a point in the space)
and radius (a real number); we consider balls to be
distinct when they have different centers or radii, even
when they contain the same sets of points. For a geodesic
metric space (in which every two points can be joined by

∗Computer Science Department, University of California, Irvine;
Irvine, CA, 92697, USA; eppstein@uci.edu. Research supported
in part by NSF grant CCF-1228639.

an isometrically embedded line segment), a pair of balls
has a nonempty intersection if and only if their sum of
radii equals or exceeds the distance of their centers. In
other metric spaces (for instance finite metric spaces)
two balls may have larger sum of radii than their center
distance without intersecting. Nevertheless we will say
that two balls in an arbitrary metric space overlap when
their sum of radii exceeds the center distance, and are
nonoverlapping otherwise. If the sum of radii equals the
center distance, we sat that the two balls touch.

Then in any metric space, finding a set of nonoverlap-
ping metric balls with n given center points pi, maximiz-
ing the sum of non-negative radii ri, can be expressed as
a linear program. The objective is to maximize the linear
function

∑
ri, subject to constraints that each pair of

balls remain nonoverlapping, i.e. that ri + rj ≤ d(pi, pj).
This linear program has two variables per constraint,
a well-studied special case of linear programming. But
although strongly polynomial algorithms for feasibility
with two variables per constraint are known [4, 12], they
do not extend to optimization, and their running time
is higher than might be desired. Therefore, it remains
of interest to find a purely combinatorial algorithm for
the problem, with as low a running time as possible.
In this paper, we provide such a combinatorial algo-

rithm, running in cubic time for general metrics and
subquadratic time for low-dimensional Euclidean spaces.

1.1 New results

We prove the following results:

• Finding metric balls with maximum sum of radii
is equivalent under linear programming duality to
finding a minimum-length set of cycles (allowing
2-cycles) that cover all vertices of the complete geo-
metric graph on the given centers. The maximum
sum of radii equals half of the minimum total cycle
length. By reducing cycle covers to weighted match-
ing, the optimal set of balls in any metric space can
be constructed in cubic time.

• For points in Euclidean spaces of bounded dimension
d, the edges of the optimal cycle cover can be found
in a subgraph of the complete geometric graph, the
intersection graph of nearest neighbor balls of the
points. This graph is sparse, having O(n) edges
with a constant of proportionality depending singly-
exponentially in the dimension. Moreover, it obeys a
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separator theorem with separators of size O(n1−1/d),
and the graph and its separator decomposition can
be constructed in time O(n log n).

• A separator-based divide and conquer weighted
matching algorithm can find an optimal cycle cover
and set of nonoverlapping balls in time O(n2−1/d).
In particular, we can find an optimal set of disks in
the plane in time O(n3/2).

To avoid issues of numerical precision we consider only
strongly-polynomial-time algorithms, in a model of com-
putation in which distance computation, arithmetic, and
comparisons take constant time per operation.

1.2 Related research

Along with the map labeling research discussed above,
researchers have studied other types of geometric opti-
mization problems in which the optimization criterion is
a sum of radii of balls or circles. These include finding a
set of k balls with given centers, drawn from a larger set
of n points, that cover all points and minimize the sum
of radii of the balls [10], finding a connected set of disks
in the plane with given centers that minimize the sum of
radii [2], and finding both a collection of disks centered
at a subset of input points that covers all input points,
and a tour connecting the disk centers, minimizing a
combination of disk radii and tour length [1].

2 Equivalence to cycle cover

Let pi (i = 0, . . . n − 1) be a set of points in a metric
space, with distances d(pi, pj). The maximum sum of
radii problem can be expressed as a linear program:

maximize
∑

ri

subject to the inequality constraints

∀i : ri ≥ 0

∀i, j : ri + rj ≤ d(pi, pj).

By linear programming duality [20, Ch. 12] this has the
same value as the dual linear program:

minimize
∑

wijd(pi, pj)

subject to the inequality constraints

∀i, j : wij ≥ 0

∀i :
∑

j

wij ≥ 1

That is, we must find non-negative weights wij for the
edges of a complete geometric graph such that each
vertex has incident edge weights totaling at least one,
and minimizing the weighted sum of edge lengths.

Lemma 1 There is an optimal solution to the dual lin-
ear program described above in which the incident edge
weights at each vertex total exactly one.

Proof. Define the excess of a vertex to be the total
weight of its incident edges minus one. If any edge
has weight greater than one, its weight can be reduced
to exactly one, improving the quality of the solution
without changing its feasibility. Otherwise, if any vertex
has positive excess, we can subtract an equal positive
weight from two of its incident edges and add the same
weight to the edge between the other endpoints of these
edges. By the triangle inequality, this change does not
worsen the solution, and again it does not change its
feasibility. By making such changes we can reduce the
total excess, maintaining feasibility, until eventually all
vertices have excess zero. �

This dual program (either in the form first given above,
or with the restriction that the weights at each vertex
sum to exactly one according to Lemma 1) is the lin-
ear programming relaxation of the problem of finding
a minimum weight perfect matching in the complete
geometric graph. Such a relaxation is primarily used for
bipartite graphs, for which it is exact [20, Ex. 12.7]. For
non-bipartite graphs such as the complete graph, it has
a half-integral optimal solution in which all weights wij

belong to {0, 1/2, 1} [20, Ex. 14.8]. Doubling the weights
to make them integers, and interpreting each doubled
weight as an edge multiplicity, gives us a combinatorial
description of the dual solution as a multiset of edges in
which (by Lemma 1) each vertex has degree two. That
is, we have the following result:

Theorem 2 The maximum sum of radii of nonover-
lapping balls, centered at points pi of a metric space,
equals half of the minimum total edge length of a collec-
tion of vertex-disjoint cycles (allowing 2-cycles) spanning
the complete geometric graph on the points pi with edge
lengths equal to the distances between the edge endpoints.

We call such a collection of cycles a minimum cycle
cover. Theorem 2 can be expressed more briefly as stating
that half of the minimum cycle cover length equals the

Figure 1: Nonoverlapping disks that (by Corollary 3)
maximize the sum of radii for their centers.
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maximum sum of radii of nonoverlapping balls. There
always exists a minimum cycle cover in which all cycles
of more than two edges have odd length, for any long
even cycle can be partitioned into two disjoint matchings,
and at least one of these matchings gives a covering of
the same vertices by 2-cycles that is at least as good.
Therefore, from now on we will assume that our cycle
covers have no long even cycles.
This result also gives us an easy-to-test optimality

condition for the maximum sum of radii problem, that
applies to inputs in general position (without extra touch-
ing balls beyond the ones required by the solution). In
what follows, the touching graph of a family of nonover-
lapping balls has a vertex for each ball and an edge
connecting each two balls that touch. It may differ from
the intersection graph in spaces that are not geodesic.

Corollary 3 Suppose that no two balls in a given family
of balls overlap, and that each connected component of
the touching graph of the balls is an odd cycle or an
isolated edge. Then this family of balls has the maximum
sum of radii of any family with the same centers.

Proof. The touching graph of the balls (viewing each
isolated edge as a 2-cycle) gives a cycle cover of length
half the sum of radii of the given balls. By Theorem 2
no cycle cover can be shorter and no system of balls with
the same centers can have a larger sum of radii. �

Figure 1 shows a family of disks meeting the conditions
of the corollary, together with their touching graph.

3 Cycle covers from matchings

The bipartite double cover 2G of a graph G is the tensor
product G ×K2, a bipartite graph with two copies of
each vertex of G (one of each color) and two copies of
each edge of G (one for each pair of oppositely-colored
copies of the endpoint of the edge). We use the same
edge weights in G and 2G.

Lemma 4 Every perfect matching in 2G corresponds
(under the mapping that takes each vertex of 2G to the
corresponding vertex in G) to a cycle vertex cover with

Figure 2: The correspondence between a cycle cover of
a graph G (left, in this case, a complete graph K4) and
a matching in 2G (right).

equal total length in G. Every cycle vertex cover in G
comes from a perfect matching in 2G in this way.

See Figure 2 for an example. Each cycle of more than
two vertices in G has two different representations as a
set of matched edges in 2G, but this ambiguity is not a
problem. We can find a minimum cycle vertex cover in G
by finding a minimum weight perfect matching in 2G.
A minimum weight perfect matching on a bipartite

graph of n vertices and m edges can be found in time
O(mn+n2 log n) [9]. (Better times are known when the
weights are small integers [6].) By solving this problem
on the doubled complete geometric graph, the optimal
sum of radii can be computed in time O(n3). However,
this is still slower than we would like for Euclidean spaces,
and does not yet tell us the radii of the individual balls.

4 From cycle covers to balls

Each odd cycle in a minimum cycle cover of the complete
geometric graph corresponds to a unique system of balls
that maximizes the sum of radii for those points. Let
the cycle have vertices p0, p1, . . . pk−1 and edge lengths
`i = d(pi, pi+1 mod k). Then for any j with 0 ≤ j < i set

rj =
∑

i

±`i
2
,

choosing the signs so that the two edges adjacent to pj
have positive sign and every other point pi is incident
to edges of opposite sign.

We omit the proof that this formula gives us a unique
solution, because instead we use a more general solution
that also provides radii for the points in 2-cycles. The
2-cycles in the cycle cover cause us more trouble, because
their radii may be constrained by other nearby points but
are not in general uniquely determined. For instance, in
Figure 3, each of the three pairs of touching circles must
have nearly-equal radii to avoid overlaps with nearby
circles.
To describe how we transform a minimum weight

perfect matching problem on 2Kn into a feasible system
of balls with maximum sum of radii, we need to look

Figure 3: Pairs of disks corresponding to 2-cycles in the
minimum cycle cover may constrain the radii of other
nearby pairs of disks.
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more deeply into the details of the Hungarian algorithm
for minimum weight perfect matching. The version of
this algorithm described by Tarjan [17, Secs. 8.4 & 9.1]
maintains a matching (initially empty) which it uses to
orient the graph. Unmatched edges are directed from
one side of the bipartition to the other, and matched
edges are directed in the opposite direction. In each
iteration the algorithm finds a minimum-cost alternating
path between two unmatched vertices; here, the cost of
a path is the sum of lengths of unmatched edges, minus
the sum of lengths of matched edges. It uses this path
to extend the matching by one edge.

Because matched edges are subtracted from the path
length, each path search involves negative-weight edges.
However, the algorithm also maintains a system of non-
negative weights that are equivalent (in the sense of
having the same shortest paths), allowing Dijkstra’s
algorithm to be used, and adjusts these weights to keep
them non-negative after each iteration. Each iteration
increases the number of matched edges, so there are O(n)
iterations. The time per iteration can be bounded by
the time for Dijkstra’s algorithm. Using Fibonacci heaps
this gives a total running time of O(mn+ n2 log n) [9].
To adjust edge weights we maintain dual variables:

a real number for each vertex of the bipartite graph.
We subtract these variables from the length of each
incident unmatched edge, and add these variables to the
(negated) length of each incident matched edge. In order
for the adjusted edge weights to be non-negative, the
algorithm maintains an invariant that the length of each
unmatched edge is at least the sum of the dual variables
at its endpoints, and each matched edge length equals
the sum of the dual variables at its endpoints.
Recall that the graph 2Kn to which we apply this

algorithm has two vertices for each input point pi, one of
each color (say red and blue). We may visualize the dual
variables at these two vertices as two balls (again, one
red and one blue) both centered at point pi. Then the
invariants maintained by the Hungarian algorithm can
be expressed in our terms as stating that pairs of balls
of opposite colors cannot overlap unless they have the
same center, and that each matched edge comes from
a touching pair of oppositely colored balls (Figure 4).
However, this visualization may be somewhat misleading,
as we allow the dual variables to be negative.

Lemma 5 If we are given the dual variables found by
the Hungarian algorithm for minimum weight perfect
matching in the bipartite graph 2Kn, we can construct
from them a system of nonoverlapping balls with maxi-
mum sum of radii, in linear time.

Proof. Let the two dual variables for point pi be ai
and bi, and calculate the radius of the ball centered at
pi to be the average ri = (ai + bi)/2 of the two dual
variables. For each i and j, we have (by assumption)

Figure 4: The dual variables for the Hungarian matching
algorithm on the bipartite graph 2Kn can be visualized
as red and blue balls with no bichromatic overlaps, touch-
ing at each matched pair.

ai + bj ≤ d(pi, pj) and bi + aj ≤ d(pi, pj), and averaging
these two inequalities gives us that ri + rj ≤ d(pi, pj).
That is, the balls with radius ri are non-overlapping.

Each edge of the cycle cover of Kn has two balls of
opposite color at its endpoints whose radii sum to the
edge length. For each cycle of the cycle cover of Kn,
each ball centered at a cycle vertex will contribute to
this equality for exactly one of the two incident cycle
edges, so the sum of the radii of the blue and red balls
centered at the cycle vertices equals the length of the
cycle. Therefore, when we average these red and blue
radii to give the radii ri of a single system of balls, the
sum of the averaged radii equals half the length of the
cycle. Thus, over the whole input, the sum of all the
radii ri equals half the length of the cycle cover. The
optimality of this system of nonoverlapping balls then
follows from Theorem 2. �

Combining Lemma 4, Lemma 5, and the known algo-
rithms for minimum weight perfect matching in bipartite
graphs gives us the following result.

Theorem 6 Given n points in an arbitrary metric
space, we can construct a system of nonoverlapping balls
centered at those points, maximizing the sum of radii of
the balls, in time O(n3).

5 Euclidean speedup

To speed up the search for balls with maximum sum of
radii in low-dimensional Euclidean spaces, we replace
the complete geometric graph of the previous sections
with a sparser graph that contains the optimal cover
and behaves the same with respect to testing whether
systems of balls are nonoverlapping. Given a system
of points pi in a metric space, let the nearest neighbor
distance δi of each point pi be

δi = min
j 6=i

d(pi, pj).

In Euclidean spaces of bounded dimension, these dis-
tances can be found for all points in total time
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Figure 5: The nearest neighbor balls of a set of points
and their nearest neighbor overlap graph N .

O(n log n) [3, 19]. Define the nearest-neighbor overlap
graph N (Figure 5) to be the graph whose vertices are
the points pi, with an edge between two points pi and pj
when the balls with radius equal to the nearest neighbor
distance overlap or touch. That is, pi and pj are adjacent
exactly when

d(pi, pj) ≤ δi + δj .

Lemma 7 Each edge of the minimum cycle cover of the
complete geometric graph belongs to N .

Proof. Each edge of the cycle cover can be represented
by touching balls in a system of nonoverlapping balls.
Because each ball centered at pi in any system of nonover-
lapping balls centered at the given points has radius at
most δi (else it would overlap the ball of the nearest
neighbor), two balls of such a system can touch only if
the larger balls with radius δi touch or overlap. �

Lemma 8 A system of balls centered at the points pi is
nonoverlapping if and only if, for each edge of N , the
two endpoints of the edge are nonoverlapping.

Proof. A ball centered at pi with radius greater than δi
overlaps the ball centered at the nearest neighbor of pi,
which is necessarily adjacent to pi in N . Otherwise, if
all balls have radius at most δi, then they can overlap
only if their centers are adjacent in N . �

By Lemma 7 we can find our minimum cycle cover
by applying a weighted matching algorithm to 2N . The
system of radii formed by averaging the dual variables
of the matching in 2N will give us an optimal set of
nonoverlapping balls, just as it did in 2Kn. For, the
averaged radii will achieve the optimal value and will
have no overlaps that are detected by the edges of N ; by
Lemma 8 there can be no other overlaps. It remains to
show that we can find a matching (and its dual variables)
quickly in this graph. For this we need some geometry,
since in arbitrary metric spaces N can be complete.

The ply of a system of (overlapping) balls is the maxi-
mum number of balls that have a nonempty intersection.
The kissing number of a space is the maximum number
of unit balls that can touch a single unit ball; it is single-
exponential in the dimension for Euclidean spaces. The
following lemma is from [18, Lem. 3.2].

Lemma 9 The nearest neighbor balls of a finite set of
points in d-dimensional Euclidean space have ply at most
the kissing number of the space.

It follows that N is sparse, having only O(n) edges.
We can measure this more precisely by its degeneracy,
the minimum number ∆ such that the vertices of the
graph can be ordered into a sequence with each vertex
having at most ∆ neighbors that are later than it in the
sequence. The following lemma is from [18, Thm. 4.2].

Lemma 10 The intersection graph of any system of
balls with bounded ply has bounded degeneracy.

This immediately gives a speedup from O(n3) to
O(n2 log n), by applying the O(mn + n2 log n) time
bound for matching on the sparse bipartite graph 2N
and using the degeneracy bound to substitutem ≤ n∆ =
O(n). But we can do better using more graph structure.
Define a separator of an n-vertex graph to be a subset of
the vertices the removal of which allows the graph to be
partitioned into two subgraphs, disconnected from each
other and each having at most sn vertices for a constant
s < 1. The following result is from [8]:

Lemma 11 The intersection graphs of systems of balls
with bounded ply in Euclidean spaces of dimension d have
separators of size O(n1−1/d) that can be found determin-
istically in linear time from the balls. By recursively
constructing a hierarchy of separators, the intersection
graph of a system of n balls can be found from the balls
in time O(n log n).

Another way of expressing the existence of small sep-
arators (of size a fractional power of n) is that the
intersection graphs of bounded-ply systems of balls, such
as N , are graphs of polynomial expansion [7, 15]. We
remark that any hierarchy of separators for N can be
transformed into a hierarchy of separators for 2N , simply
by including both copies of each vertex of a separator
for N in the corresponding separator for 2N .

An efficient algorithm for weighted matching in graphs
with small separators is given by [14, Sec. 7]. They di-
rectly consider only planar graphs, but their method (if
it works) would also work for other graphs that have
separator hierarchies. However, they consider a differ-
ent variant of matching, maximum weight matching on
non-bipartite graphs, and are not explicit in how they
maintain and update the analogue for that problem of
the dual variables that we need. They also do not take
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advantage of more recent advances in shortest path algo-
rithms for graphs with separators [11]. In an appendix
we describe an algorithm based on similar ideas that
maintains the dual variables that we need and is faster
by a logarithmic factor, proving the following result:

Lemma 12 Let G be a bipartite graph given together
with a separator hierarchy in which each subgraph of p
vertices has a separator of size O(pc), for some constant c
with 0 < c < 1. Then one can find both a minimum
weight perfect matching of G, and the dual variables of
the matching, in time O(n1+c).

Putting the results of this section together, we have
our main theorem:

Theorem 13 Given n points in a Euclidean space of
constant dimension d ≥ 2, we can construct a system of
balls centered at the given points, with maximum sum of
radii, in time O(n2−1/d).

Proof. We find the nearest neighbors of all points, con-
struct graph N and its separator hierarchy, apply the
matching algorithm of Lemma 12 to 2N (using sepa-
rators formed by doubling the separators in N ), and
average the dual variables from the two copies of each
input point to give a single radius for each point. �
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On the Number of Forceless Hint Sequences in Paint-by-Numbers Puzzles

D. Berend∗,† S. Zucker‡

Abstract

In this paper we consider a question raised in [4] regard-
ing Paint-by-Numbers puzzles. Paint-by-Numbers is a
classic logic puzzle in which the squares of a p × n grid
are to be colored black or white, according to hints, con-
sisting of the length of the blocks of consecutive black
squares in each row and column.

Mullen [4] studied the asymptotic probability that a
random hint sequence of a row will determine uniquely
the color of at least some of the squares in a row, and was
able to give lower and upper bounds on this probability.
In this paper we tighten his bounds.

1 Introduction

Paint-by-Numbers is a classical logic puzzle, in which
cells in a grid must be colored black or left uncolored
(or, equivalently, colored white) according to numbers
at the side of the grid. In this puzzle, a rectangular
grid is given, with a finite sequence of numbers above
each column and alongside each row. These numbers
indicate the lengths of the blocks of consecutive black
squares in the columns and rows, respectively. For ex-
ample, the sequence 3,2 signifies that in this column (or
row) there are three adjacent black squares, space of
at least one uncolored square, and then two adjacent
black squares. Note that there may be any number of
uncolored squares before the first block of black squares
and/or any number of uncolored squares after the last
block. Thus, if the given sequence is of length k, then in
addition to the blocks of black squares, there must be
at least k − 1 uncolored blocks in between, and perhaps
one or two uncolored blocks on the sides.

Table 1 provides an example of a small solved puz-
zle. Initially, we note that the second row needs to con-
tain 5 black squares, and has only 5 places. Therefore
all squares in this row need to be colored black. This
completes filling the second and fourth columns, which
should contain only one black square each. Similarly,
the third column should contain three black squares and
has only three places. Therefore all squares of this col-

∗Departments of Mathematics and Computer Science, Ben-
Gurion University, berend@math.bgu.ac.il

†Research supported in part by the Milken Families Founda-
tion Chair in Mathematics

‡Department of Computer Science, Sapir Academic College,
zucker.shira@gmail.com

umn are colored black. This completes filling the third
row. The first row should contain three black squares,
with at least one uncolored square between each two.
Thus there is only one way to color this row, and we are
done.

2 1 3 1 2
1, 1, 1 x x x

5 x x x x x
1 x

Table 1: Example of a small puzzle

Assume, for example, that the given sequence for
some row is 2, 1, 4. In this case, if the length of the
corresponding row is 9, then we know exactly how the
squares are to be colored. If n = 10, then there are four
possible configurations, corresponding to the possible
locations of the “extra” uncolored square. However, in
all these configurations, the squares in places 2, 7, 8, 9 of
the row are colored black. In order to color the remain-
ing squares, we need to use data regarding the columns
and the other rows. If n ≥ 13, then we cannot deduce
the color of any square without using data from the rest
of the puzzle.

The puzzle was studied from several points of view.
The decision problem of unique solvability of a puzzle
is NP-complete [5]. In [1] it was shown that one can
find all squares of a partially colored row that must
be colored in some way (black or white), or that must
be left uncolored, according to the hints regarding that
row, in polynomial time. In [3] it was shown that, for
a large randomly colored puzzle, the probability that
even the color of a single square will be uniquely deter-
mined, by the hints relating to the corresponding row
or column only, is very small. (However, when we do
consider all hints simultaneously, the probability of hav-
ing some squares with a uniquely determined color is
bounded from 0.) It was also proved that such a puz-
zle usually has a huge number of solutions. In [2], the
number of possible puzzles was studied, if, instead of
recording the length of all blocks of black squares in all
rows and columns, one records only the total number of
black squares in each row and column.

When solving a paint-by-numbers puzzle, it is natu-
ral to start by looking for rows (and columns) whose
hint sequences determine uniquely the color of some
of the squares along the row, without resort to data
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from the rest of the puzzle. Thus, it is natural to study
the number of hint sequences, for rows of any length
n, that provide immediate information on at least some
of the squares. It follows from [4] that most hint se-
quences satisfy this property. Hence it will be more
convenient to study the complement, namely the num-
ber of sequences that give no such information – force-
less sequences. In [4], Mullen studied the asymptotic
of this number as a function of the row length. More
precisely, he first observed that the total number of hint
sequences, for a length-n row, is Fn+2, where (Fn)∞

n=1

is the Fibonacci sequence, defined by:

F1 = F2 = 1,
Fn = Fn−1 + Fn−2, n ≥ 3.

Note that there are obviously 2n ways to color a length-
n row, but we care only about hint sequences. As many
distinctly colored rows give rise to the same hint se-
quence, the total number of hint sequences is much
smaller than 2n. Recall that Fn behaves asymptotically
as ϕn/

√
5, where ϕ =

(
1 +

√
5
)
/2 is the golden ratio.

Denoting by Gn the number of forceless sequences for
rows of length n, Mullen [4] proved

Theorem A For appropriate constants c1, c2 > 0,

Gn ≥ c1 · ϕn

n
(1)

and

Gn ≤ c2 · ϕn ln n

n
, (2)

for all n ≥ 2.
In this paper we show that the right-hand side of (1)

provides the correct order of magnitude of Gn. In Sec-
tion 2 we state this result formally, and in Section 3 –
prove it.

2 The Main Result

Our main result, employing the notations in the preced-
ing section, is

Theorem 1 There exist two constants C1, C2 > 0 such
that

C1 · ϕn

n
≤ Gn ≤ C2 · ϕn

n
, n ≥ 1.

Theorem 1 can be interpreted as giving an asymptotic
estimate of the probability of a random hint sequence
being forceless. In fact, as the total number of hint
sequences is Fn+2, this probability is Gn/Fn+2. Since
Fn+2 ≈ ϕn+2/

√
5, the probability in question is approx-

imately Gn

√
5

ϕn+2 , which by the theorem is Θ( 1
n ).

In Table 2 we provide the value of Gn/Fn+2, normal-
ized by multiplying it by n, for several n’s up to 6000.

(The computations were carried out using (3) and (4)
below.) According to Theorem 1, these values are
bounded. A quick glance at Table 2 may lead one to
conjecture that nGn/Fn+2 increases to some limit as
n → ∞. However, we believe that the sequence oscil-
lates between two very close values, but does not actu-
ally converge.

n Gn nGn/Fn+2

10 33 2.2917
20 2258 2.5498
50 1.8 · 109 2.7331
100 2.6 · 1019 2.8007
200 1.0 · 1040 2.8358
500 2.1 · 10102 2.8573
1000 3.3 · 10202 2.8646
2000 1.6 · 10415 2.8682
3000 1.0 · 10624 2.8694
4000 7.5 · 10832 2.8700
5000 5.8 · 101041 2.8704
6000 4.7 · 101250 2.8706

Table 2: The probability of being forceless for some
small n’s

3 Proof of Theorem 1

Following [4], let the norm of a hint sequence be the
maximal number in that sequence, i.e., the maximal
length of a block of squares to be colored black in a row.
The length of a hint sequence is the fewest number of
columns needed for that sequence to fit in a puzzle. (For
example, the norm of the hint sequence 3, 10, 5, 10, 2 is
10 and its length is 34.) Let Am,k denote the number
of hint sequences of length m with norm at most k.

By [4, p.6],

Am,k =

{
Fm, m ≤ k,∑m−2

j=m−k−1 Aj,k, m > k.
(3)

To count all forceless sequences, we need only sum
Am,n−m over all possible lengths [4], that is

Gn =
n−1∑

m=0

Am,n−m. (4)

For a fixed k, let ϕk be the largest root of the charac-
teristic polynomial of (Am,k)

∞
m=1, namely xk+1−xk−1−

xk−2 − ... − 1. Mullen [4] noted that this is in fact the
only positive root larger than 1 .

We will first establish an upper bound on Am,k.

Proposition 2 Am,k ≤ 2ϕm
k for every m, k ≥ 1.

Proof. For m ≤ k, by (3) and the definition of ϕ, we
know that Am,k = Fm ≤ ϕm. Now, [4, Prop. 5.3] gives

ϕ ≤ ϕk

(
1 +

1√
5ϕk+1 − (k + 2)

)
,
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which implies

ϕ ≤ ϕk

(
1 +

1

2ϕk+1

)
, k ≥ 8.

Thus,

ϕm ≤ ϕm
k

(
1 + 1

2ϕk+1

)m

≤ ϕm
k

(
1 + 1

2k

)k

≤ ϕm
k · √

e
≤ 2ϕm

k , m ≤ k.

(5)

For m > k we proceed by induction. If m = k + 1 then

Am,k =

k+1−2∑

j=k+1−k−1

Aj,k =

k−1∑

j=0

Aj,k ≤ 2

k−1∑

j=0

ϕj
k.

Since ϕk is a root of the polynomial xk+1 − xk−1 −
xk−2 − ... − 1, we have

∑k−1
j=0 ϕj

k = ϕk+1
k and therefore

Am,k ≤ 2ϕk+1
k = 2ϕm

k ,

as required.
Now suppose that the inequality holds for each m′

such that m′ < m. By the induction hypothesis:

Am,k =
∑m−2

j=m−k−1 Aj,k ≤ ∑m−2
j=m−k−1 2ϕj

k

= 2ϕm−k−1
k · ∑k−1

j=0 ϕj
k = 2ϕm−k−1

k · ϕk+1
k

= 2ϕm
k .

(6)

This proves the proposition. �
Lemma 3 For each k ≥ 1

ϕk ≤ ϕ − 1√
5ϕk

. (7)

Proof. Multiplying the characteristic polynomial of
Am,k (for a fixed k) by x − 1, we obtain the polyno-
mial Pk = xk+2 − xk+1 − xk + 1, of which ϕk is also a
root. Recall that ϕk is the only real zero greater than 1
of this polynomial.

If we calculate Pk at the point ϕ − L
ϕk instead of ϕk,

where L > 0, and recall that ϕ2 = ϕ + 1, we obtain

Pk

(
ϕ − L

ϕk

)
= (ϕ − L

ϕk )k+2 − (ϕ − L
ϕk )k+1

−(ϕ − L
ϕk )k + 1

= (ϕ − L
ϕk )k · [(ϕ − L

ϕk )2 − (ϕ − L
ϕk ) − 1]

+1
= (ϕ − L

ϕk )k · [ϕ2 − ϕ − 1

+ L
ϕk − 2L

ϕk−1 + L2

ϕ2k ] + 1

= (1 − L
ϕk+1 )k · L(1 − 2ϕ + L

ϕk ) + 1

= 1 − L(2ϕ − 1 − L
ϕk )(1 − L

ϕk+1 )k

= 1 − L(
√

5 − L
ϕk )(1 − L

ϕk+1 )k,

(8)
which is positive for L = 1√

5
. Since ϕk is a root of Pk,

this completes the proof of the lemma. �

3.1 Conclusion of the Proof of Theorem 1

By Proposition 2 and Lemma 3:

Am,k ≤ 2ϕm
k ≤ 2(ϕ − 1√

5ϕk
)m, m, k ≥ 1.

In particular,

Am,n−m ≤ 2(ϕ− 1√
5ϕn−m

)m = 2ϕm(1− 1√
5ϕn−m+1

)m,

where 1 ≤ m ≤ n.
As will become evident in the sequel, for a fixed

large n, the significant terms Am,n−m on the right-hand
side of 4, are those with m close to n − lgϕn, while
the other terms are relatively negligible. Hence we will
write m in the form m = n−lgϕn+d, where d varies be-
tween approximately −n+lgϕn and lgϕn. (Note that d
is non-integer.) We have

ϕm(1 − 1√
5ϕn−m+1

)m

= ϕn−lg ϕn+d ·
(

1 − 1√
5ϕlg ϕn−d+1

)m

=
ϕn

ϕlg ϕn
· ϕd ·

(
1 − 1√

5n/ϕd−1

)m

=
ϕn

n
· ϕd ·

(
1 − 1√

5n/ϕd−1

) √
5n

ϕd−1 · ϕd−1
√

5n
·m

.

(9)
For d ≥ 0 (and n sufficiently large) this gives:

ϕm

(
1 − 1√

5ϕn−m+1

)m

≤ ϕn

n
· ϕd

eϕd−1/3
.

Hence:

∑

m≥n−log ϕn

Am,n−m ≤ ϕn

n
· 2

∞∑

d=0

ϕd+1

eϕd−1/3
.

As the series on the right-hand side converges, this
means:

∑

m≥n−log ϕn

Am,n−m = O

(
ϕn

n

)
. (10)

For d < 0 we obtain by (9)

ϕm

(
1 − 1√

5ϕn−m+1

)
≤ ϕn

n
· ϕd,

so that

∑

m<n−log ϕn

Am,n−m ≤ ϕn

n
·

0∑

d=−∞
ϕd = O

(
ϕn

n

)
. (11)

According to (4), (10) and (11):

Gn = O

(
ϕn

n

)
.

Together with Theorem A, this completes the proof.
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An upper bound of 84 for Morpion Solitaire 5D

Henryk Michalewski∗ Andrzej Nagórko† Jakub Pawlewicz‡

Abstract

The Morpion Solitaire is a paper-and-pencil single-
player game played on a square grid with initial position
consisting of 36 dots. In each move the player puts a dot
on an unused grid position and draws a line that con-
sists of four consecutive segments passing through the
dot. The goal is to find the longest possible sequence
of moves. There are two main variants of the game:
5T and 5D. They have different restrictions on how the
moves may intersect.

Providing lower and upper bounds in Morpion Soli-
taire is a significant computational and mathematical
challenge that led to a discovery of a Nested Rollout
Policy Adaptation algorithm [10]. Best lower bounds
for Morpion Solitaire were found using this algorithm
in 2011 by Rosin [10]: 178 moves for the 5T variant, 82
moves for the 5D variant.

In the Morpion 5D variant Kawamura et al. proved
in [6] an upper bound of 121 moves using a geometrical
argument. We improve this bound to 84. This is done
in two steps. 1) We state, using linear constraints, a ge-
ometric property that defines a class of graphs that in-
cludes all Morpion positions — finding practically solv-
able linear constraints is a main conceptual advance of
the present paper. 2) We solve the mixed integer prob-
lems and obtain an upper bound of 84 for Morpion 5D.
The same method fully solves Morpion 5D with center
symmetry — the optimal sequence is 68 moves long.

1 Introduction

The Morpion Solitaire is a paper-and-pencil single-
player game played on a square grid with the initial
configuration of 36 dots forming a cross depicted in Fig-
ure 1. In each move the player puts a dot on an unused
grid position and draws a line that consists of four con-
secutive segments passing through the dot. The line
must be horizontal, vertical or diagonal. The goal is
to find the longest possible sequence of moves. There
are two main variants of the game: 5T and 5D. They
have different restrictions on how the moves may inter-
sect. In the 5T variant of the game, no segment may be
drawn twice, i.e. the moves have to be segment-disjoint.
In the 5D variant of the game, any two moves in the

∗University of Warsaw, H.Michalewski@mimuw.edu.pl
†University of Warsaw, A.Nagorko@mimuw.edu.pl
‡University of Warsaw, J.Pawlewicz@mimuw.edu.pl
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Figure 1: An example of a position of the Morpion Solitaire. The
first 4 moves are legal both in Morpion 5D and Morpion 5T vari-
ants, but the 5–th move is legal only in Morpion 5T.

same direction have to be dot-disjoint. The difference
is demonstrated in Figure 1.

The problem of finding the longest sequence of moves
in the Morpion Solitaire is notoriously hard for com-
puters. For 34 years the longest known sequence in
the Morpion 5T game was one of 170 moves discov-
ered by Bruneau in 1976. In Morpion 5D a record of
68 was found by Langerman in 1999, later improved
by Cazenave [2] to 78, and by Hyyrö and Poranen [5]
to 791. In 2010 Rosin [10] obtained the current world
records of 82 moves in Morpion 5D and of 178 moves
in Morpion 5T using a specialized Monte Carlo algo-
rithm. This work was recognized as a best paper of the
IJCAI conference in 2011. The webpage [1] maintained
by Boyer contains an extensive and up-to-date infor-
mation about records in all Morpion Solitaire variants.
The Monte Carlo approach, which proved to be very
effective in finding the lower bounds, is not very useful
in establishing upper bounds for the Morpion Solitaire.
The linear programming methods presented in this pa-
per and in [8] seem to be the strongest tools for proving
the upper bounds in Morpion 5D and Morpion 5T.

1See the webpage [7] for more details.
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1.1 Morpion Solitaire and linear programming

The rules of Morpion Solitaire do not limit the size of
the grid on which the game is played, hence a priori it
is not clear if the sequences have to be bounded. How-
ever, as a single player game, Morpion Solitaire can be
encoded in a natural way as a linear optimization prob-
lem with the optimization target being the length of the
sequence. On its own, the encoding is not very help-
ful, because the problem is too large to be practically
solvable. Nevertheless, this inspires a natural approach
towards construction of upper bounds. Instead of solv-
ing the Morpion Solitaire, we solve a more general game
such that

• every gameplay of ordinary Morpion Solitaire is a
gameplay of the generalization,

• the generalization is practically solvable and

• an upper bound proved for this more general game
is still interesting for the Morpion Solitaire.

We do not expect that the more general game will be
playable by humans. Here is a summary of results we
managed to obtain using this approach:

Morpion 5D. A geometric analysis of Morpion 5D led
in [6] to an upper bound of 121 which improved on an
earlier bound of 144 found in [3] using the potential
method; considering a generalization of Morpion 5D, in
this paper we prove an upper bound of 84 on the length
of Morpion 5D sequences.

Morpion 5T. The bound of 705 in Morpion 5T was
proved in 2006 in [3] using a careful geometric analysis
of moves in Morpion 5T and an argument based on the
potential method. The current best bound of 485 in
Morpion 5T was obtained in [8] using an appropriate
generalization of Morpion 5T. In particular, in [8] it was
shown that the bound of 586 can be obtained via the
relaxation of the linear program encoding the rules of
Morpion 5T; the github repository [9] contains the code
used in the work [8] and in this article, as well as the
LATEX source files of the article [8]. The main difference
between the approach presented here and in [8] consists
in the fact, that proving the bound for Morpion 5D in
this paper we use the order of moves – this information
is ignored in [8]. Moreover, an isoperimetric inequality
used in [8] does not provide strong enough information
to obtain the 84 bound in Morpion 5D. Instead of the
isoperimetric method, in this paper we use the resizing
technic described in Section 4. For a more technical
comparison of the method used in [8] and in this paper,
see also Remark 1 in Appendix A.

1.2 Organization of the paper

In Section 2 we formulate the main results:

• in Theorem 1 we show that every Morpion 5D
gameplay must be contained in a relatively small
rectangular board around the initial cross in Figure
1; this already proves the bound of 85 in Morpion
5D,

• in Corollary 2 we improve this bound to 84 through
an analysis of 3 special cases.

The proof of these results is divided between next four
sections. In Section 2 we introduce basic notions and
formulate the main theorem. In Section 3 we define a
useful generalization of Morpion 5D and encode it as
a linear program. In Section 4 we generate a list of
rectangular boards (“boxes”) such that any position of
Morpion 5D is contained in one of the boxes — this is
achieved using an auxiliary linear program. In Section 5
we solve the generalization of Morpion 5D on all boards
found in Section 4 and conclude the proof of Theorem
1 along with Corollary 2. Moreover, we apply the same
approach to the symmetric variant of Morpion 5D and
solve completely this game.

2 Geometry of Morpion Solitaire positions

In this section we collect a number of observations re-
garding geometric properties of Morpion Solitaire posi-
tions and formulate the basic definitions as well as the
main result of this paper. In order to make linear com-
putations feasible, we will limit the size of boards to
rectangular “boxes”. In Section 4 we explain why this
is enough to solve the general problem of bounding the
sequences in Morpion 5D.

Definition 1. A box is a rectangular subset of Z2

bounded by 4 edges parallel to the coordinate axes. A
bounding box of a Morpion 5D position is the smallest
box containing all dots of this position.

Every Morpion 5D graph contains the initial cross,
hence the smallest bounding box has dimensions 9× 9.
The graph depicted in Figure 2 has a bounding box
with dimensions 14 × 13. However, the dimensions of
the bounding box do not give information about the po-
sition of the initial cross inside. Since this information is
important for computations, we introduce the following

Notation. The distance of a bounding box to the initial
cross can be described by 4 numbers: the distances of
the sides of the box to the edges of the cross. For the
graph depicted in Figure 2, the distance from top edge
of the cross to the top side of the bounding box is equal
to 3. For the right side it is 4, for the bottom side it is
1 and for the left side it is also 1. The bounding box of
the position in Figure 2 is denoted as (3, 4, 1, 1).

Below we formulate the key theorem in this paper
(required definitions are formulated in Section 3.1):
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No BBox Size
1 (4, 3, 1, 1) 85
2 (4, 3, 1, 2) 85
3 (4, 3, 1, 3) 85
4 (4, 2, 1, 2) 84
5 (4, 2, 2, 2) 84
6 (5, 2, 2, 1) 84
7 (5, 2, 1, 2) 84
8 (5, 2, 2, 2) 84
9 (3, 3, 2, 1) 84
10 (3, 3, 2, 2) 84
11 (4, 3, 2, 1) 84
12 (4, 3, 3, 1) 84
13 (4, 3, 2, 2) 84
14 (4, 3, 2, 3) 84

No BBox Size
15 (4, 3, 0, 2) 84
16 (3, 2, 1, 2) 83
17 (3, 2, 2, 2) 83
18 (5, 2, 1, 1) 83
19 (3, 3, 3, 1) 83
20 (4, 3, 3, 2) 83
21 (5, 3, 1, 1) 83
22 (5, 3, 1, 2) 83
23 (4, 3, 0, 3) 83
24 (4, 4, 1, 0) 83
25 (4, 4, 2, 0) 83
26 (4, 4, 1, 1) 83
27 (4, 4, 2, 1) 83
28 (4, 4, 3, 1) 83

Table 1: Bounding boxes mentioned in Theorem 1.1 that admit Mor-
pion 5D graphs of sizes 85, 84 and 83.

Theorem 1. 1. Up to a symmetry every Morpion
5D position is contained in one of the following
boxes: (4, 3, 3, 3), (4, 4, 3, 2), (5, 3, 2, 3), (4, 3, 4, 2),
(5, 3, 3, 2), (5, 4, 2, 1), (6, 2, 2, 1), (5, 4, 0, 2),
(5, 1, 4, 0).

2. Every box contained in one of the nine boxes listed
in 1, with the exception of boxes (6, 2, 2, 0) and
(6, 0, 2, 0), is a bounding box of a Morpion 5D
graph.

3. For each box B described in 2, the size of a maximal
Morpion 5D graph with the bounding box B does not
exceed 85. Bounding boxes that admit Morpion 5D
graphs of sizes greater than 82 are listed in Table 1.

We will present a proof of this theorem in the next
three sections with a summary of the argument in Sub-
section 5.1. In Section 3 we precisely define the notion
of a Morpion 5D graph. Intuitively, Morpion 5D graphs
are obtained from Morpion 5D positions by forgetting
about the order in which the moves were played.

Corollary 2. The longest sequence of moves in Mor-
pion 5D does not exceed 84.

Proof. In Table 1 there are four bounding boxes with
maximal graphs of size 85. For these boxes we formulate
mixed integer problems with additional constraints that
force the graph to be a Morpion 5D position. These
problems are much harder to solve, but with correct
choice of solver optimization parameters, we are able to
show that there are no solutions of these problems of size
85. Equipped with additional definitions and lemmas
formulated later in this paper, in Subsection 5.1 we add
some technical information to this proof.

3 Morpion Solitaire via Linear Programming

Let Cross ⊂ Z2 be a set of 36 dots that form
an initial cross of Morpion Solitaire. Let D =
{(1, 0), (1, 1), (0, 1), (−1, 1)} ⊂ Z2. We call elements of
D directions. An unordered pair {u, v} ⊂ Z2 is a unit
edge if u−v ∈ D or v−u ∈ D. We call G = (V,E) a lat-
tice graph if V ⊂ Z2 and each edge of G is a unit edge.
A move m with a starting vertex v ∈ Z2 and direction
d ∈ D is the set m = {v + n · d : n ∈ {0, 1, 2, 3, 4}}. The
set of all moves is denoted by M. We let E(m) denote
the set {{v + n · d, v + (n + 1) · d} : n ∈ {0, 1, 2, 3}}. We
say that moves m1,m2 are parallel if they have the same
direction d. We use the notation m1 ‖ m2, mi ‖ d. We
let M(G) = {m ∈ M : E(m) ⊂ E}. We call M(G) the
set of moves in G.

3.1 Definition of Morpion 5D graphs

Below we define a concept of a marked Morpion 5D
graph, which is a lattice graph with a special marking
of vertices. Every Morpion 5D position is a marked
Morpion 5D graph, but as we discuss below, there are
marked Morpion 5D graphs not related to any Morpion
5D position. In the following four definitions G = (V,E)
is a fixed graph.

Definition 2. We say that the set M(G) of moves in
G is 5D-disjoint if for every parallel moves m1,m2 ∈
M(G) the intersection of m1 with m2 is empty, i.e. par-
allel moves are vertex disjoint.

Definition 3. We say that the set M(G) of moves in
G covers E if

⋃
m∈M(G) E(m) = E.

Definition 4. We say that the set M(G) of moves in
G admits a Morpion marking if there exists a bijective
mapping d : M(G)→ V \ Cross such that d(m) ∈ m.

Definition 5. A lattice graph G is a Morpion 5D graph
if Cross ⊂ V , M(G) covers E and M(G) is 5D-
disjoint. If d is a selected Morpion marking of G, then
we say that G together with d is a marked Morpion 5D
graph (see Figure 2). The size of Morpion 5D graph
is defined as the number of vertices minus 36, that is
minus the number of vertices in the Cross.

For comments and figures related to this definition
see Appendix A.

3.2 Definition of mixed integer programming prob-
lem

Let B be a box that contains the Cross. We define
a mixed integer programming problem whose solutions
correspond to all marked Morpion 5D graphs with a
bounding box B. The correspondence is formalized in
Lemmas 3 and 4.
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Figure 2: A marked Morpion 5D graph G85 of size 85 with its
bounding box (3, 4, 1, 1) (see Definition 5). Every vertex is labelled
with one of the four directions. For every move m there exists ex-
actly one vertex labelled with direction of m. This allows us to
decode the selected marking of the graph.

Definition 6. Let B = (VB , EB) be a lattice graph with
a vertex set VB = B and EB the set of all unit edges
between vertices in B. Let {dtv : v ∈ VB}∪{mvm,v : m ∈
M(B), v ∈ m} be a set of binary variables (i.e. variables
assuming values 0, 1).

Below we define linear constraints L1 - L7. Every con-
straint is accompanied by an explanation that refers to
a Morpion 5D graph G with marking d constructed in
Lemma 3.

Constraints characterizing marked Morpion 5D
graphs

L1. For each v ∈ Cross, dtv = 1.

Constraint L1 enforces that vertices of the

Cross are vertices of G.

L2. For each m ∈ M(B) and each v ∈ m such that
v ∈ Cross, mvm,v = 0.

Constraint L2 enforces that no vertices of the

Cross are marked by d.

L3. For each v ∈ VB \ Cross, dtv =∑
m∈M(B) : v∈m mvm,v.

Constraint L3 enforces that vertices of G that

are not in the Cross are marked by exactly one

move.

L4. For each v ∈ VB and each direction d ∈ D,

dtv ≥
∑

m∈M(B) : m‖d,v∈m

∑

w∈m
mvm,w .

Constraint L4 enforces that parallel moves are

vertex disjoint and that every move in G is

placed on vertices of the graph.

L5. Each box B has four sides: the top, right, bot-
tom and left edges. Each side we consider as a
set of vertices and for each side S of B we require∑

v∈S dtv ≥ 1.

Constraint L5 enforces that B is the bounding

box of G.

Additional constraint for the symmetric games

L6. For each m ∈ M(B) and every v ∈ m, if ms, vs
are the vertex and move symmetric to m, v with
respect to the center of the Cross, then mvm,v =
mvms,vs . Constraint L6 enforces center symmetry

of G.

Additional constraint enforcing that G is a Morpion
5D position In this constraint we consider continuous
variables {ordv : v ∈ VB}:
L7. For every m ∈M(B), every w, v ∈ m, w 6= v,

ordv ≥ ordw +1− 121(1−mvm,v).

Constraint L7 enforces an order on the moves.

Lemma 3. Let B be a box and let dtv and mvm,v be a
set of binary variables defined for B. Assume that the
variables satisfy conditions L1 - L5 of Definition 6. Let
V = {v ∈ VB : dtv = 1} and

E = {e ∈ EB : ∃m∈M(B)∃v∈m mvm,v = 1 ∧ e ∈ E(m)},
and G = (V,E). Then G is a Morpion 5D graph with a
bounding box B and G admits a Morpion marking d.

• If additionally the variables satisfy condition L6,
then G is center-symmetric.

• If additionally the variables satisfy condition L7,
then G is a Morpion 5D position, i.e. there exists
an actual Morpion 5D gameplay such that G is a
Morpion 5D graph corresponding to this gameplay.

Proof of this lemma is provided in Appendix B.

Lemma 4. Let G = (V,E) be a Morpion 5D graph with
marking d : M(G)→ V \ Cross and a bounding box B.

Let dtv =

{
1 if v ∈ V
0 otherwise

and

mvm,v =

{
1 if m ∈M(G) and v = d(m)
0 otherwise

Then the set of variables dtv, mvm,v satisfies conditions
L1 - L5 of Definition 6. Moreover, if G with a marking
d is symmetric, then the condition L6 is satisfied. If G
is a Morpion 5D position, then we define ordv as the
number of move when v was placed and L7 is satisfied.

Proof of this lemma is provided in Appendix C.
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4 Resizing

In this section we describe an algorithm that uses mixed
integer programming problems defined in Section 3 to
find a family boxes that contain all Morpion 5D posi-
tions. In particular, as announced in Theorem 1.1, this
algorithm shows that up to a symmetry every Morpion
5D position is contained in one of the following boxes:
(4, 3, 3, 3), (4, 4, 3, 2), (5, 3, 2, 3), (4, 3, 4, 2), (5, 3, 3, 2),
(5, 4, 2, 1), (6, 2, 2, 1), (5, 4, 0, 2), (5, 1, 4, 0).

4.1 Symmetries

In order to control the number of involved cases we con-
sider bounding boxes up to symmetries. There are 8
isometries of Z2 that leave Cross in place: 1) identity
2) horizontal, vertical and two diagonal reflections, 3)
rotations by 90◦, 180◦ and 270◦, centered at the center
of the Cross.

Lemma 5. Up to the 8 isometries that leave Cross in
place, every box is symmetric to a box (a, b, c, d) such
that a is the maximum of a, b, c, d, d ≤ b, and if a = b,
then d ≤ c.

Proof. Let us recall that a, b, c, d are responsible for the
top, left, bottom and right dimensions of the bounding
box. We have to prove that every box (a, b, c, d) through
symmetries can be turned into one of the above boxes.

First we make sure that a is the maximum of a, b, c, d
via rotations. In order to satisfy the requirement d ≤ b
we apply a symmetry with respect to the vertical axis.
Assume now that a = b. In order to satisfy the re-
quirements d ≤ c we apply (when needed) a diagonal
reflection that interchanges a with b and c with d.

4.2 Feasible and infeasible boxes

Let B be a box. By Lemma 3, solutions of mixed integer
programming problem defined in Section 3 correspond
to marked Morpion 5D graphs with bounding box B.
Let

Obj =
∑

m∈M(B)

∑

v∈m
mvm,v

be an objective function for this problem. The value of
Obj is equal to the number of moves in the Morpion 5D
graph corresponding to the solution, i.e. it is equal to
the size of this graph. Hence the maximal value of Obj
is equal to the maximal size of Morpion 5D graph with
bounding box B. If the model is infeasible, then there
is no Morpion 5D graph that has bounding box B and
we call box B infeasible. Otherwise we say that B is
feasible.

4.3 The resizing process

Definition 7. A box resized from box (a, b, c, d) is one
of the following boxes

(a+1, b, c, d), (a+1, b+1, c, d), (a, b+1, c, d), (a, b+1, c+1, d),

(a, b, c+1, d), (a, b, c+1, d+1), (a, b, c, d+1), (a+1, b, c, d+1).

Lemma 6. If B is a bounding box of a Morpion 5D
position, then there exists a sequence of feasible boxes
B0,B1, . . . ,Bn such that B0 = (0, 0, 0, 0), Bn = B and
Bk+1 is resized from Bk.

Even though the Lemma is obvious, its distinguishing
property is that it uses the key feature of Morpion 5D
positions, namely the order in which moves are played.

Proof. Let G be a Morpion 5D position and let Gk be a
Morpion 5D position obtained after first k moves of the
game. Let B̃k be a bounding box of Gk. Observe that
Gk+1 contains one more vertex than Gk and this vertex

is at the unit distance from Gk. Therefore either B̃k+1

is equal to B̃k or it is resized from B̃k. Take a subse-
quence of B̃n with removed duplicates as the sequence
B0,B1, . . . ,Bn.

4.4 The algorithm for resizing

Starting from the smallest box containing the Cross,
we recursively generate a list of of all boxes that can be
resized from feasible boxes. By Lemma 6 this list con-
tains all boxes that contain Morpion 5D positions. The
code summarizing the recursive procedure is provided
in Appendix D.

Lemma 7. Every Morpion 5D position fits into one of
the feasible boxes found by the resizing algorithm. The
computed bound is an upper bound for Morpion 5D.

Proof. The proof follows from Lemma 6.

5 Upper bounds

5.1 An upper bound of 84 for Morpion 5D

In order to conclude the proof of Theorem 1 we apply
the process described in Section 4 to produce all bound-
ing boxes relevant to Morpion 5D game. We solve the
linear problem L1-L5 specified in Definition 6 in all these
boxes. Thanks to Lemmas 3 and 4, the solutions of lin-
ear programs are in one-to-one correspondence with ex-
istence of Morpion 5D graphs. This concludes the proof
of Theorem 1.

Theorem 1 implies the upper bound of 85 which fol-
lows from solving the optimization problem L1-L5 on
all boxes generated in Section 4. In order to improve
the result to 84 we have to consider three bounding
boxes which admit marked Morpion 5D graphs of size
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85. These are specifically boxes (4, 3, 1, 1), (4, 3, 1, 2),
(4, 3, 1, 3). On these three boards not only we require
that a given solution is a Morpion 5D graph (conditions
L1-L5 of Definition 6), but additionally we also require
that the graph conforms to condition L7 of Definition 6.
By Lemmas 3 and 4 this means that we try to solve the
full Morpion 5D game on the bounding boxes (4, 3, 1, 1),
(4, 3, 1, 2), (4, 3, 1, 3). In general it does not seem to be
a feasible task, but we succeeded to complete the com-
putations with the cutoff condition of 84.9.

5.2 A solution of Morpion 5D with center symmetry

We consider Morpion 5D positions which are invariant
with respect to 8 symmetries specified in Subsection 4.1.
We say that a Morpion 5D position or a graph is sym-
metric if it is invariant with respect to these symmetries.
In analogy to Theorem 1 we can formulate the following
result.

Theorem 8. (1) Up to symmetry every symmetric
Morpion 5D position is contained in box (4, 2, 4, 2) or
box (3, 3, 3, 3). (2) Every box contained in one of the
boxes (4, 2, 4, 2), (3, 3, 3, 3) is a bounding box of a sym-
metric Morpion 5D graph. (3) For each box described
in (2), the size of a maximal Morpion 5D graph is: 76
for boxes (2, 1, 2, 1), (2, 2, 2, 2); 74 for boxes (4, 2, 4, 2),
(4, 1, 4, 1), (3, 2, 3, 2), (3, 1, 3, 1); 72 for boxes (1, 1, 1, 1),
(1, 0, 1, 0) and 68 or less for other boxes. (4) For each
box described in 3, the size of a maximal Morpion 5D
position is 68.

The proof is analogous to the proof of Theorem 1. In
the proof we additionally use the condition L6 of Defi-
nition 6. To prove Theorem 8.4, we use the condition
L7. In order to speed up computations we used an ad-
ditional optimization: instead of solving the game on
boxes, we solve it on slightly smaller octagons. This
generates more cases, because we resize octagons in 8
and not 4 directions. However, the size of octagons is
growing slower, hence the problems are easier to solve.

Corollary 9. The longest sequence of moves leading to
a symmetric Morpion 5D position is equal to 68.

Proof. The upper bound follows from Theorem 8. A
record consisting of 68 moves was found by M. Quist
and is presented in [1].

We are not aware of any previous upper bounds for
symmetric Morpion 5D or Morpion 5T.

6 Computations

The total time to solve all involved linear problems ap-
pearing in Table 1 amounted to ≈ 3000 hours on a single
core of a Linux machine equipped with Intel R© Xeon R©

CPU 5620@2.40GHz with 24GB of RAM. We used the

gurobi [4] linear optimizer. The code generating the
linear programs is available in the repository [9].

7 Further research

The results presented in this paper are based on a spe-
cific generalization of the Morpion 5D game. Using this
generalization, the task of reducing the bound from 84
down to 82 seems to be feasible, but requires a signif-
icant computational effort2. It would be interesting to
see another generalization which is less costly in terms of
required computations, e.g. a generalization that avoids
condition L7 in favor of a different requirement.

The method presented in this paper can be used to
show an upper bound in the symmetric Morpion 5T.
The method used in [8] leads to the bound of 485 in an
arbitrary Morpion 5T game. A record of 136 moves in
symmetric Morpion 5T was found by M. Quist (see [1]).
We conjecture that an upper bound of ≈ 200 moves can
be found using methods presented in this paper.
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Figure 3: A Morpion 5D position.

A Appendix: comments on the definition of Mor-
pion 5D graphs

Example 1. This example is meant to emphasize the dif-
ference between actual Morpion 5D positions for which it is
possible to identify all moves in a given gameplay and marked
Morpion 5D graphs. Consider a Morpion 5D position shown
in Figure 3. The diagram shows a position of a Morpion 5D
gameplay. We observe that

• there are three different lines passing through dot with
number 1 and it might be not clear which line corre-
sponds to the first move, however

• the last move in this gameplay is unique; in Figure 3
this is move 19 and we can identify the whole move
thanks to the fact that dot 19 was not used in previous
moves; the rest of the moves can be decoded recursively,
descending from the last move in the sequence. 3

For a marked Morpion 5D graphs which are not related to
any Morpion 5D position, such as one in Figure 2, there is
no easy way to establish order of moves.

Example 2. Figure 2 contains an example of a marked
Morpion 5D graph G85. Every vertex of G85 that is not in
Cross is labelled with one of the four directions. For every
move m from M(G85) there exists exactly one vertex in m
labelled with the direction of m. This allows us to decode the
selected marking of G85. The graph G85 is not a Morpion
5D position, because every Morpion 5D position admits the
last move, characterized by the fact that the last vertex is of

3This simple observation was generalized to a non-trivial al-
gorithm which not only recovers the sequence of moves starting
from the last one, but also recovers a correct numbering of moves,
in particular identifies the last move [3].

Figure 4: Corresponding unordered Morpion 5D graph.

Figure 5: A Morpion 5D graph of size 94.

degree 1 or 2 and if it is of degree 2, then the neighbours
must be located on a straight line. There is no such vertex
in G85.

Example 3. Figures 5 and 6 contain examples of Morpion
5D graphs. Neither of these graphs admit a marking. The
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Figure 6: A nonconnected Morpion 5D graph, which may have ar-
bitrarily large bounding box.

graph in Figure 5 has a bounding box (5, 2, 0, 1). It follows
from Theorem 1 that the maximal size of a marked Morpion
5D graph with this bounding box is4 at most 82. The size
of this graph is 94, hence it does not admit a marking. The
graph in Figure 6 has a connected component with five dots.
A marking would have to be a map that assigns all of these
dots to a single move. Therefore no marking exists for this
graph.

Remark 1. A Morpion 5T equivalent of the definition of an
(unmarked) Morpion 5D graph was used in [8] to compute
a bound for Morpion 5T. Considering this class for Morpion
5D does not give useful bounds. There are two reasons why
this method does not work.

1. These graphs need not to be connected and therefore
the bounding box of such a graph can be arbitrarily
large, see Figure 5 (right),

2. Even if we insist on connectedness, there are examples
of Morpion 5D graphs of size exceeding sizes in table 1,
see Figure 5. In this specific example, the graph has 94
vertices.

B Appendix: proof of Lemma 3

Proof. Assume that the variables satisfy conditions L1 - L5.
We will show that

(*) if e ∈ E, then there exists a unique pair me ∈
M(G) and ve ∈ me such that e ∈ E(me) and
mvme,ve = 1.

By the definition of E, if e ∈ E, then there exists m ∈
M(B) and v ∈ m such that e ∈ E(m) and mvm,v = 1. If
there exists an another pair m′ ∈ M(B) and v′ ∈ m′ such

4A calculation not listed in statement of Theorem 1 shows
that the maximal size of a marked Morpion 5D graph with the
bounding box (5, 2, 0, 1) is equal to 80.

that e ∈ E(m′) and mvm′,v′ = 1, then m ‖ e ‖ m′ and
by L4 for w ∈ e we have 1 ≥ dtw ≥ mvm,v + mvm′,v′ = 2.
A contradiction that shows that m and v are unique. By
the definition of E, if m ∈ M(B) and mvm,v = 1, then
E(m) ⊂ E. Hence m ∈ M(G). This concludes the proof of
(*).

We need to check G = (V,E) is a lattice graph. By the
definition of V and E, we have V ⊂ Z2 and every element
of E is a unit edge, hence it remains to check that for every
edge its ends are vertices in V . Let e ∈ E. By (*) there exists
me and ve such that mvme,ve = 1 and e ∈ E(me). If v ∈ e,
then v ∈ me and by L4, we have dtv ≥ mvme,ve = 1. Hence
from the definition of V we have v ∈ V . This concludes the
proof that G = (V,E) is a well defined lattice graph.

In order to check that G is a Morpion 5D graph we have
to verify that Cross ⊂ V , M(G) covers E and M(G) is
5D-disjoint.

Let us notice, that by L1, Cross ⊂ V . Moreover, from (*)
for every e ∈ E it holds that e ∈ E(me). Hence the set of
moves in G covers the set of edges E.

It remains to check that M(G) is 5D-disjoint. Assume
that e1, e2 ∈ E are parallel and v ∈ e1 ∩ e2. We claim
that me1 = me2 . By L4 and (*), if me1 6= me2 , then 1 ≥
dtv ≥ mvme1

,ve1
+ mvme2

,ve2
= 2, a contradiction. Assume

that two moves m1,m2 ∈ G are parallel, have non-empty
intersection and m1 6= m2. Then E(m1) ∪ E(m2) contains
at least five distinct edges e1, e2, . . . e5 such that ei intersects
ei+1. Then for each i, mei = mei+1 . Let m = mei . We
have ei ∈ E(mei) = E(m), which contradicts the fact that
E(m) has four edges. Therefore parallel moves inM(G) are
either equal or have empty intersection. HenceM(G) is 5D-
disjoint. This concludes the proof that G is a Morpion 5D
graph.

Now we will prove that G is a marked Morpion 5D graph.
By 5D-disjointness, if m ∈M(G) and e is an arbitrary edge
in E(m), then m = me, that is the choice of me and ve in
(*) does not depend on e. Let d : M(G) → VB be a map
defined by the formula d(m) = ve.

By (*), mvme,ve = 1 and by L2 if ve ∈ Cross, then
mvme,ve = 0, hence ve ∈ VB \ Cross. This proves that d
is into VB \ Cross.

We will show that d is one-to-one. Assume that d(m1) =
d(m2) = v. If m1 6= m2, then by L3, 1 ≥ dtv ≥
mvm1,v + mvm2,v = 2. Hence m1 = m2 and this concludes
the proof that d is one-to-one. By L3, the cardinality of
VB \ Cross is equal to the number of pairs m, v such that
mvm,v = 1, which by (*) is the number of moves in M(G).
Therefore the domain and range of d are of equal cardinality,
so d must be a bijection. This shows that G is a marked 5D
graph.

In order to check that B is the bounding box of G we
should verify that on every side of B there exists a vertex of
V . This is guaranteed by the condition L5.

If values of variables mv are symmetric, then graph G is
symmetric, hence L6 enforces a center symmetry of G.

If we assume L7, then each vertex v ∈ VG \ Cross has
assigned order variable ordv. We will show a Morpion 5D
gameplay which leads to the graph G.
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S := VG \ Cross
while S 6= ∅
select v ∈ S with the minimal ordv

place v
draw the move d−1(v)
S := S \ {v}

We have to verify the following four properties of this game-
play.

(1) Every dot is placed on a place which is not occupied by
another dot.

(2) Parallel moves are disjoint.

(3) The resulting Morpion 5D position is equal to G.

(4) Every move is placed only when required dots are avail-
able.

Conditions (1)-(3) follows from the previous reasoning. Let
us verify the last condition. Let v ∈ VG \ Cross and let m =
d−1(v). Fix w ∈ m, v 6= w. We have to check that w was
placed before v. By the definition of d we have mvm,v = 1.
The condition L7 enforces that ordv ≥ ordw +1. Therefore,
the algorithm placed w earlier in the gameplay.

C Appendix: proof of Lemma 4

Proof. We verify conditions L1 - L7 of Definition 6.

L1. By the definition of a Morpion 5D graph, Cross ⊂ V ,
hence dtv = 1 for v ∈ Cross.

L2. Since d is into V \ Cross and mvm,v = 1 implies v =
d(m), we have mvm,v = 0 for v ∈ Cross.

L3. If v ∈ V \ Cross, then there exists exactly one m ∈
M(G) such that d(m) = v as d is a bijection onto V \
Cross. Hence there exists exactly one move m ∈M(B)
that contains v, such that mvm,v = 1 as mvm,v = 1
iff m ∈ M(G) and v = d(m). Therefore dtv = 1 =∑

m∈M(B) : v∈m mvm,v. If v ∈ VB \VG, then dtv and all
mvm,v are equal to 0.

L4. Let v ∈ VB . If v 6∈ V , then there is no m ∈ M(G)
such that d(m) = v, hence dtv and all mvm,v = 0. If
v ∈ V and d ∈ D, then dtv = 1 and by 5D-disjointness
of G there exists at most one move m ∈ M(G) such
that m ‖ d and v ∈ m. For w ∈ m we have mvm,w = 1
iff w = d(m). So the sum on the right hand side of
inequality in L4 contains at most one non-zero element.

L5. Since B is the bounding box of G, for each side S of
B there exists a vertex v ∈ V ∩ S. Then dtv = 1 and∑

v∈S dtv ≥ 1.

L6. Let m be an arbitrary m ∈M(G) and v = d(m). Then
from the assumption that G and d are symmetric fol-
lows that vs = d(ms).

L7. By [6] the longest sequence in Morpion 5D does not
exceed 121, so the numbers in ordv are from 0 to at
most 120. If mvm,v = 0, then condition L7 is essentially
void (L7 is triggered by mvm,v = 1). If mvm,v = 1 then
in the gameplay there was a move m which placed the
dot v. This implies that for every w ∈ m, w 6= v, w
was placed before v. Hence ordv ≥ ordw +1 and L7 is
satisfied.

D Appendix: the code summarizing the resizing
process

while unsolved:

box = unsolved.pop()

# we use a linear solver to establish

# if a given box is feasible

result = solve(box)

solved.append(box)

if result.bound > bound:

bound = result.bound

if result.feasible:

[ a, b, c, d ] = box

# we add eight potential new boxes to

# the list of boxes which should be analyzed

resized = [ [a+1, b, c, d], [a, b+1, c, d],

[a, b, c+1, d], [a, b, c, d+1],

[a+1,b+1, c,d], [a, b+1,c+1,d],

[a,b, c+1,d+1], [a+1,b,c, d+1] ]

# ... and eliminate these cases which were

# - already solved or

# - are already present on the stack.

# this process is done up to symmetry

for g in resized:

if symmetryClass(g) not in solved + unsolved:

unsolved.append(symmetryClass(g))
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Kernelizing Buttons and Scissors

Akanksha Agrawal ∗ Sudeshna Kolay† Saket Saurabh† Roohani Sharma†

Abstract

Buttons & Scissors (B&S ) is a popular logic game,
where we are given an n-by-m grid with some cells be-
ing sewed with colored buttons, and the objective is to
decide whether we can empty the grid by certain scissor
cuts. Recently, the computational complexity of this
problem has attracted a lot of attention, and the prob-
lem, together with several of its restrictions, has been
shown to be NP-complete. In this paper we study this
problem in the realm of parameterized complexity. In
particular, we show that B&S, when restricted to using
only horizontal and vertical scissor cuts, is FPT parame-
terized by the number of cuts required to empty the grid
(say k). Precisely, we design an algorithm that runs in
time 2O(k log k) + (n+m)O(1) and decides whether there
is a wining sequence with at most k scissor cuts. At
the heart of our algorithm is a polynomial time kernel-
ization procedure, that, given an instance of the game
on a n-by-m board, obtains an equivalent instance on
a board of dimension O(k2)-by-O(k2) that has at most
O(k3) buttons. When the input is restricted to n-by-1
grid, we get a kernel with board size O(k)-by-1 and an
algorithm with running time 2O(k) + nO(1). Finally, in
the general setting, that is when diagonal scissor cuts
are also allowed, we show that the problem is FPT pa-
rameterized by k and r; where r is an upper bound on
the length of any diagonal cut.

1 Introduction

Buttons & Scissors (B&S ) is a logic game which was
introduced by KyWorks in 2012-2013 and is available for
free as an Android and iPhone application. There are
many other game applications that have been developed
for B&S. It is a board game where we are given an n-
by-m board (matrix) with some of the board cells sewed
with colored buttons. The goal is to remove all the
buttons on the board with scissor cuts satisfying the
following properties.

• Any cut is a straight-line segment which is vertical,
horizontal, or diagonal oriented at an angle of 45°
or −45°.

∗Department of Informatics, University of Bergen, Norway
akanksha.agrawal@uib.no
†Institute of Mathematical Sciences, Chennai, India

{skolay|saket|roohani}@imsc.res.in

• The endpoints of a cut are distinct buttons of the
same color.

• All the buttons (including end point buttons) that
lie on the line segment of the cut are of same color.
Moreover, the cut removes all the buttons on its
line segment.

A sequence of cuts is called a solution to B&S, if the
board becomes empty when the cuts are applied in the
order specified by the sequence. Recently, Gregg et al.
proved that given an n-by-n board, deciding if there
exists a solution for B&S is NP-complete [5]. Burke
et al. [1] studied variants of the B&S problem. They
showed that when the board consists of buttons of only
two colors then deciding the existence of a solution is
NP-complete [1]. They also showed that B&S is poly-
nomial time solvable when all the buttons on the board
are of the same color. The variant of the B&S where the
frequency of each color is bounded by 4 is NP-complete,
while when the frequency is bounded by 3 the problem is
decidable in polynomial time [1]. In fact, NP-hardness
holds even when only horizontal and vertical cuts are
allowed, and the frequency of each colour is at most
7. The version of B&S where only only horizontal and
vertical cuts are allowed is denoted by B&S+. Bruke et
al [1] also introduced and studied a two player version of
Buttons & Scissors game and proved it to be PSPACE
complete.

In this paper, we study B&S and B&S+ in the realm
of parameterized complexity. The goal of parameterized
complexity is to find ways of solving NP-hard problems
more efficiently than brute force: our aim is to restrict
the combinatorial explosion to a parameter that is hope-
fully much smaller than the input size. Formally, a pa-
rameterization of a problem is assigning an integer k
to each input instance and we say that a parameter-
ized problem, Π, is fixed-parameter tractable (FPT) if
there is an algorithm that solves the problem in time
f(k) · nO(1), where n is the size of the input and f is
an arbitrary computable function depending on the pa-
rameter k only. There is a long list of NP-hard problems
that are FPT under various parameterizations.

A parameterized problem Π with parameter k is said
to admit a kernel if there is a polynomial-time algo-
rithm, called a kernelization algorithm, that reduces
the input instance down to an instance whose size is
bounded by f(k), while preserving the answer. Here,
f(·) is a computable function depending only on k. Such
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a reduced instance from the kernelization algorithm is
called an f(k)-kernel for the problem. If f(k) is a poly-
nomial we call it a polynomial kernel. A parameterized
problem Π is in FPT if and only if it admits a kerneliza-
tion algorithm [2]. For more details on parameterized
complexity in general, and kernelization in particular,
we refer the reader to the books of Downey and Fel-
lows [3], Flum and Grohe [4], Niedermeier [6], and the
more recent book by Cygan et al. [2].

We study the parameterized variant of the B&S prob-
lem. Some of the natural parameters that can be asso-
ciated with an instance of B&S game are the number of
colors of buttons in the board, the maximum frequency
of a color on the board, the size of the board and the
number of cuts in the solution. Observe that B&S is
NP-hard even when the numbers of colors of buttons in
the board is two. Therefore, an algorithm running in
time f(k)nO(1), where k is the numbers of colors of but-
tons in the board and n is the size of the input, would
imply a polynomial time algorithm for B&S when the
input instances have only buttons of two colors. The
existence of such an algorithm implies P=NP which is
highly unlikely. Hence, we believe that there is no FPT
algorithm for B&S parameterized by the number of col-
ors of buttons. By an analogous argument there cannot
exist an FPT algorithm for B&S parameterized by the
maximum frequency of a color in the board.

Our Results. We first define the problem Buttons &
Scissors+ (B&S+) and Buttons & Scissors (B&S ) for-
mally. In the problem B&S+, the input is an n−by−m
board B and positive integers kh, kv and the question
is whether there is a sequence of horizontal and verti-
cal cuts, with at most kh horizontal cuts and kv ver-
tical cuts, such that the resulting board in empty. In
the problem B&S , the input is an n−by−m board B
and positive integers kh, kv, kd, r and the question is
whether there is a sequence of cuts with at most kh
horizontal cuts, kv vertical cuts and kd diagonal cuts
such that the diagonal cuts are of length at most r and
the resulting board is empty. For B&S+, we give a ker-
nel where the dimension of the board is O(k2)×O(k2)
with O(k3) non-zero entries, where k = kh + kv. Using
this kernel we design an algorithm with running time
2O(k log k) + (n + m)O(1). Then we study this problem
restricted to n-by-1 boards. This restriction is referred
as One-dim Buttons & Scissors (1-Dim-B&S ). In this
case notice that we only have vertical cuts. We give an
O(k) kernel and a 2O(k) + nO(1) algorithm for 1-Dim-
B&S, where k = kv. Finally for B&S, we show that
it admits a kernel where the dimension of the board is
O(r3k2)×O(r3k2) and the number of non-zero entries is
O(r3k3). Using this kernel we give an algorithm for this
problem that runs in time 2O(k(log r+log k))+(n+m)O(1).
Here, k = kh + kv + kd.

2 Preliminaries

The notations and terminologies we use are same as
in [5]. We denote the set of natural numbers by N. For
r ∈ N, by [r] we denote the set {1, 2, . . . , r}. For an n-
by-n matrix M , by Ri we denote the 1-by-n sub-matrix
of M consisting of the elements in row i of M . By M [i, j]
we denote the element in ith row and jth column of M .
For I, J ⊆ [n], by M [I, J ] we denote the sub-matrix of
M restricted to the rows in I and columns in J .

A board B is an n-by-m matrix with entries in
{0, 1, ..., c}, where each i ∈ [c] is a button of colour i
and 0 represents no button. A cut, C, is a sequence
of pairs (i1, j1), (i2, j2), . . . , (il, jl) with l ≥ 2 satisfying
one of the following directional properties.

— Vertical Cut. For all p ∈ [l − 1], ip+1 = ip + 1 and
jp+1 = jp.

— Horizontal Cut. For all p ∈ [l − 1], ip+1 = ip and
jp+1 = jp + 1.

— Diagonal Cut 1. For all p ∈ [l − 1], ip+1 = ip + 1 and
jp+1 = jp + 1.

— Diagonal Cut 2. For all p ∈ [l − 1], ip+1 = ip + 1 and
jp+1 = jp − 1.

For convenience, we may also refer to a cut in the
reverse order.

For the Buttons & Scissors game, a cut, C =
(i1, j1), . . . , (il, jl) for any n-by-m board B must also
satisfy the following conditions.

— For all p ∈ [l], ip ∈ [n] and jp ∈ [m]

— B[i1, j1], . . . , B[il, jl], contains at least 2 non-zero en-
tries and all non-zero entries correspond to buttons of
the same colour.

When a cut C = (i1, j1), . . . , (il, jl) is applied to a
board B, the resulting board B′ is obtained by set-
ting the entries B[i1, j1] to zero (or empty entry) in
B′[xi, yi], for i ∈ [l]. All other entries of B′ are same
as B. That is, a cut removes all the buttons along its
path. A cut C = (i1, j1), . . . , (il, jl) is said to touch the
rows {Ri1 , . . . , Ril} and the columns {Cj1 , . . . , Cjl}. It
is said to be completely contained in a submatrix B[I, J ]
of B, if {i1, . . . , il} ⊆ I and {j1, . . . , jl} ⊆ J .

A solution for a board B0 is a sequence C1, . . . , Ck
of cuts where the following property is satisfied. Let
Bi denote the board obtained after application of cuts
C1, · · · , Ci to B. For i ∈ [k], Ci is a cut in Bi−1. Also,
Bk has no non-zero entry, i.e, Bk is an empty board. We
use the term matrix entry and buttons interchangeably.

We also have two simple observations that will be use-
ful in designing algorithms for the problems we consider
in the paper.

Observation 1 Given an n ×m board with ` buttons,
we can find if there is a sequence of cuts for the board,
with at most kh horizontal cuts, kv vertical cuts and kd
diagonal cuts, in `2(kh+kv+kd)(n + m)O(1) time.
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Proof. For any solution for the board, each cut is de-
fined by the two buttons at the end points of the cut.
This implies that we have at most

(
`
2

)
≤ `2 cuts. Thus,

for a solution with at most kh horizontal cuts, kv vertical
cuts and kd diagonal cuts, there are at most l2(kh+kv+kd)

possibilities for the sequence of endpoints of cuts for the
solution. All such possible sequences of endpoints can
be found in `2(kh+kv+kd)(n + m)O(1) time. Further, it
takes polynomial time for each sequence of endpoints,
to check if the sequence defines a sequence of at most kh
horizontal cuts, kv vertical cuts and kd diagonal cuts. If
such a solution exist, it exists in our enumeration and
we output one which has at most kh horizontal cuts, kv
vertical cuts and kd diagonal cuts. This is a required so-
lution for the board. Therefore, the total running time
of the algorithm is `2(kh+kv+kd)(n + m)O(1). �

Observation 2 Suppose I is an instance of Buttons &
Scissors game, where the board has dimensions n×m.
If at most k cuts are allowed and the number of buttons
on B are at least k · max{n,m} + 1, then I is a NO
instance.

Proof. A cut can set to zero at most max{n,m} non-
zero entries to zero. Therefore, if at most k cuts are
allowed, then the total number of non-zero entries that
can be set to zero are at most k ·max{n,m}. Thus, I
is a NO instance. �

We now define some terminology regarding kerneliza-
tion. A Reduction Rule is a polynomial time algorithm
that given an instance I of some problem Π converts
it to an instance I ′ of Π. We say that a Reduction
Rule is safe, if I is a YES instance if and only if I ′ is a
YES instance. We refer to I ′ as the resulting/reduced
instance.

3 Kernel for B&S+

In this section we design a kernel for B&S+. Let
(B, kh, kv) be an instance of B&S+, where B is an n-
by-m matrix. We let k = kv + kh. The algorithm starts
by applying the following Reduction Rules exhaustively.

Reduction Rule 1 If B has a row (or a column), say
i (or j) with all zero entries, i.e. all j ∈ [m] (or
i ∈ [n]), B[i, j] = 0. Let B′ = B[[n] \ {i}, [m]] (or
B′ = B[[n], [m] \ {j}]). Then the resulting instance is
(B′, kh, kv).

It is easy to see that Reduction Rule 1 is safe. Re-
duction Rule 1 will be applied whenever possible, and
with priority over other reductions rules that will be de-
scribed later. In particular, we apply Reduction Rule i
only if Reduction Rule i′, where i′ < i, is not applicable.

Next, we describe reduction rules to bound the num-
ber n of rows of B, when the input is a YES instance.

In a symmetric way, we can bound the number m of
columns of B, when the input is a YES instance. This
tells us that if the input instance, after applying the re-
duction rules exhaustively, has a lot of rows or columns,
then we can safely say NO.

Since Reduction Rule 1 do not apply, there must be at
least one non-zero entry in each row B. Next, we define
a notion of row-blocks, which is slightly more general
than we need here. However, it will be used in its full
generality in coming sections.

Definition 1 (Row Block) Given a n×m matrix B,
the submatrix B[X, [m]] is called a row-block if X =
{a, a+1, . . . , a+ l} is a maximal set of consecutive rows
of B such that (i) Ra has at least one non-zero entry,
(ii) for each i ∈ X, either Ri = Ra or all entries of Ri

are equal to zero.

Notice that two different row blocks do not intersect
and thus they define a partition of the set of rows in
B. The number of rows in a row-block is referred to as
the size of the row-block. Since Reduction Rule 1 does
not apply, every row is non-empty. Let B[X, [m]] be a
row-block of B. Then, for each i, j ∈ X, B[i, [m]] =
B[j, [m]]. We first show that if the size of a row-block
in B is too large then we can find an equivalent instance
(B′, kh, kv) such that the number of rows with non-zero
entries in B′ is strictly smaller than that of B (and then
Reduction Rule 1 will become applicable).

Reduction Rule 2 Let Ri, . . . , Rp be a row-block such
that p− i+ 1 is at least 3(k+ 1) + 1. Let i0 be such that
i+k < i0 ≤ p−(k+1). Let B

′
be a matrix obtained from

B by setting all entries of Ri0 to 0. Then the resulting
instance is (B

′
, kh, kv).

Lemma 1 Reduction Rule 2 is safe.

Proof. First, as a sanity check, the definition of a row-
block and the number of rows in this row-block ensures
that such an i0 exists. Now, we prove the correctness of
this Reduction Rule.

First, suppose (B, kh, kv) is a YES instance of B&S+.
Consider a solution S of B. We first construct another
solution S ′ of B, using Claim 1.

Claim 1 If S is a solution of the instance (B, kh, kv),
then there exists another solution S ′ to the instance
(B, kh, kv), such that every non-zero entry in Ri, . . . , Rp

is set to zero by a vertical cut in S ′.

Proof. [Proof Sketch] We define the cuts of S ′ based
on the cuts of S. Starting from the first cut of S, for
the jth cut C ∈ S we define the jth C′ ∈ S ′ as follows:

1. Suppose C is a cut that does not touch any row of
X. Then C′ = C.

2. Suppose C touches all rows of X, then C′ = C.
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3. Suppose C is a horizontal cut completely contained
in X. Then set C′ as ∅.

4. Suppose C is a vertical cut that touches a column
j ∈ [m], and some rows of X. Also, suppose that
there is a cut later in the sequence that touches a
row of X and the column j, and sets a non-zero
entry of B[X, {j}] to zero. Then set C′ = C.

5. Suppose C is a vertical cut on a column j ∈ [m]
such that C crosses row i (row p) but not row p
(row i), and there is no cut later in the sequence
that touches a row of X and the column j, and sets
a non-zero entry of B[X, {j}] to zero. Let X ′ ⊆ X
be the rows which are untouched by all vertical cuts
till C that touch column j. Then C′ is defined to be
the cut with starting point at the lowest indexed
row touched by C (highest row touched by C) and
ending at the highest indexed row r1 of X ′ (lowest
row r1 of X ′). Notice that the lowest indexed row
(highest indexed row) where the cut starts could be
above the row i. By definition of a row-block and
the cut C′, all entries in column j, between row i
and r1 (r1 and p) are either non-zero entries of the
same value or zeroes. By the definition of C and X ′,
the endpoints of C′ are non-zero entries. Therefore,
C′ is a cut of B.

6. Suppose C is a vertical cut on a column j such that
C does not cross row i or row p and is completely
contained inside X, and there is no cut later in the
sequence that touches a row of X and the column
j, and sets a non-zero entry of B[X, {j}] to zero.
Let X ′ ⊆ X be the rows where there are non-zero
entries and which are untouched by all vertical cuts
till C that touch j. Then C′ is defined to be the cut
with starting point at the lowest indexed row of
X ′ and ending point at the highest indexed row of
X ′. By definition of a row-block and the cut C, all
entries in column j, between the lowest and highest
rows of X ′ are either non-zero entries of the same
value or zeroes. By the definition of C and X ′, the
endpoints of C′ are non-zero entries. Therefore, C′
is a cut of B.

Finally, observe that in the above sequence every cut
is well-defined in the sense that either its is empty or
it is always between two buttons of the same color and
by our construction we have ensured that every button
along the cut is of the same color. In the end, we go
through the sequence formed above, and remove any ∅
from the sequence. This sequence is our S ′.

It remains to show that S ′ is a solution of B. By
definition of S ′, the number of horizontal/vertical cuts
in S ′ is at most the number of horizontal/vertical cuts
of S. We have argued that each element in S ′ is a cut
of B. We show that S ′ sets to zero all non-zero entries
of B. It is enough to show that all non-zero entries of
B[X, [m]] is set to zero by S ′. By the definition of a

horizontal cut, at most kh rows of X can be touched
by the horizontal cuts of S. Since there are at least
3(k+ 1) + 1 rows in X and since Reduction Rule 1 does
not apply, by pigeonhole principle, there is at least one
row a in X (in fact, 2k + 4 rows in X) such that no
horizontal cut of S touches Ra. This means that each
non-zero entry of Ra is set to zero by a vertical cut.
Therefore, every column that has at least one non-zero
entry must be touched by a vertical cut at some row of
X. Cuts of type (3−5) set to zero all non-zero entries of
any column, at any row of X. Therefore, S ′ is a solution
of B, that has the property that all non-zero entries of
rows in X are set to zero only by vertical cuts. �

Next, we show that there is a solution S ′′, where every
row in X has its non-zero entries set to zero by vertical
cuts, and where no vertical cut ends at row Ri0 .

Claim 2 There exists a solution S ′′ with at most kh
horizontal cuts and at most kv vertical cuts, and such
that every non-zero entry in Ri, . . . , Rp is set to zero by
a vertical cut in S ′. Moreover, no non-zero entry of Ri0

is an end point to any cut in S ′′.

Proof. [Proof Sketch]
By choice of i0, there are at least k + 1 rows of X

above Ri0 and at least k + 1 rows below Ri0 . Let U1

be the first k + 1 rows in X. Similarly, we can define
U2 as the last k + 1 rows in X. We define S ′′ using S ′.
Starting from the first cut in S ′, we consider the jth cut
C′ in S ′ and try to describe the jth cut C′′ in S ′′ in the
following way:

1. Suppose C′ is a cut that does not touch any row of
X then C′′ = C′.

2. Suppose C′ touches all rows of X, then C′′ = C′.
3. Otherwise, by definition of S ′, the cut is a vertical

cut touching some row of X. Suppose C′ is vertical
cut, that touches a column j and is completely con-
tained inside X. Also, suppose there is a vertical
cut, after C′ in S ′, that touches column j and some
row of X, and sets a non-zero entry in B[X, j] to
zero. Then, we set C′′ to be ∅.

4. Suppose the cut C′ touches column j, crosses row
i but not row p. In the sequence S ′, let C′ be the
bth cut that touches column j, crosses row i but
not row p. Also, suppose there is a cut later in
the sequence that touches column j and some rows
of X, and sets a non-zero entry in B[X, j] to zero.
Then C′′ is the cut, touching column j, and whose
starting point is at the lowest row of C′ while its
ending point is the bth row of U1.

5. Similarly, if C′ touches column j, crosses row p but
not row i. Also, suppose there is a cut later in the
sequence that touches column j and some rows of
X, and sets a non-zero entry in B[X, j] to zero. In
the sequence S ′, let C ′ be the bth cut that touches

282



CCCG 2016, Vancouver, British Columbia, August 3–5, 2016

column j, crosses row p but not row i. Then C′′
is the cut, touching column j, and whose ending
point is at the highest row of C′ while its starting
point is the bth row from bottom in U2.

6. Suppose C′ touches column j, crosses row i but not
row p. Suppose there is no cut later in the sequence
that touches rows of X and the column j, and sets
a non-zero entry in B[X, j] to zero. Then C′′ is the
cut, touching column j, and whose starting point
is at the lowest row of C′ while its ending point is
the highest row of U1 ∪ U2, that is untouched by
previous cuts of S ′.

7. Suppose C′ touches column j, crosses row p but not
row i. Suppose there is no cut later in the sequence
that touches rows of X and the column j, and sets
a non-zero entry in B[X, j] to zero. Then C′′ is the
cut, touching column j, and whose ending point
is at the highest row of C′ while its starting point
is the lowest row of U1 ∪ U2 that is untouched by
previous cuts of S ′.

8. Otherwise, C′ is vertical cut, that touches a column
j and is completely contained inside X. Suppose,
after C′, there are no vertical cuts in S ′ that touches
column j and some row of X, and sets a non-zero
entry in B[X, j] to zero. Then C′′ touches column
j, has the starting point at the lowest row of U1 and
ending point at the highest row of U2. Otherwise,
if there is a vertical cut, later in the sequence that
touches column j and some rows of X, we set C′′ =
∅.

In the end, we go through the sequence formed, and
remove any ∅ from the sequence. This sequence is S ′′.

We show that S ′′ is a solution of B. By definition
of S ′′, the number of horizontal/vertical cuts in S ′′ is
at most the number of horizontal/vertical cuts of S ′.
We have argued that each element in S ′ is a cut of B.
What remains is to show that S ′′ sets to zero all non-
zero entries of B. It is enough to show that all non-zero
entries of B[X, [m]] is set to zero by S ′′. The solution S ′
has the property that all non-zero entries of rows in X
are set to zero only by vertical cuts. Therefore, the only
cuts touching X that are possible in S ′ are as described
in (3 − 7). The cuts of S ′′ described in (3 − 7) also
show how to cover, for each column, all non-zero entries
of rows in X. The description of the cuts are such that
the endpoints of all the cuts lie in U1∪U2. By definition,
i0 /∈ U1 ∪ U2. Therefore, S ′′ is a solution of B, where
all non-zero entries of X are covered by vertical cuts
and there is no vertical cut with an endpoint in Ri0 . A
formal argument can also be given using induction on
the length of the sequence and will appear in the full
version of the paper. �

S ′′ is a solution for (B, kh, kv), such that there are no
endpoints in Ri0 . Therefore, S ′′ is also a solution for
(B′, kh, kv) and we are done with the forward direction.

The argument for the reverse direction is again simi-
lar. Because of Claim 1, we know that if (B′, kh, kv) is a
YES instance, then there is a solution S∗ such that rows
of X are set to zero only by vertical cuts. By definition
of a cut, it must be true that no vertical cut has an end-
point on Ri0 . Consider a column j and the entry B[i0, j]
which is non-zero. By definition of row-block, for any
row of X, the entry in the column j is B[i0, j]. In par-
ticular, B[i0 + 1, j] = B[i0, j] = B[i0−1, j]. If there is a
vertical cut that sets both B′[i0+1, j] and B′[i0−1, j] to
zero in S∗, then the same cut can be used to set B[i0, j]
to zero in B. Suppose not. Then, it must be the case
that the vertical cut that sets B′[i0 + 1, j] to zero, ends
at B′[i0 + 1, j]. For a solution in B, we extend this cut
till B[i0, j]. It is clear that this is a cut in B. In this
way, all non-zero entries of Ri0 are set to zero.

Thus, we show that the Reduction Rule is safe. �

For ease of notation we refer to the reduced instance
as (B, kh, kv) as well. Due to the exhaustive application
of Reduction Rule 2, we can assume that the size of each
row-block in B is upper bounded by 3(k + 1). Next, we
give a bound on the number of row-blocks in a YES
instance.

Reduction Rule 3 If the number of row-blocks in B
is at least 2k + 1 then (B, kh, kv) is a NO instance.

Lemma 2 Reduction Rule 3 is safe.

Proof. Consider a sequence S which is a solution for B.
Let G be a path where each block B is represented by a
vertex vB , and neighbouring blocks are made adjacent.
Then, the number of blocks of B is equal to the number
of vertices in G. Suppose a cut of S sets all non-zero
entries of a block B to zero, then we delete the vertex vB
and make its two neighbours in G adjacent. Similarly,
if two adjacent vertices u, v in G represent the same
block, then we delete one vertex u and make v adjacent
to the other neighbour of u. Any horizontal or vertical
cut of S can either set the non-zero entries of at most
one block B to zero, or can make a block same as its
two neighbouring blocks. Correspondingly, one of the
two things can happen: (i) at most one vertex vB of G
gets deleted and of the two neighbours vB1

and vB2
, at

most one gets deleted, or (ii) one block B becomes the
same as its two neighbouring blocks B1 and B2, which
results in the deletion of vB and vB1 and in the addition
of an edge between vB2

and the other neighbour of vB1
.

Thus because of any horizontal or vertical cut, at most
two vertices could be removed from G.

Since S is a solution for B, in the end, the graph G
should become an empty graph. As there are at most
k cuts in S, this implies that there were at most 2k
vertices in G to start with. Thus, if at most k cuts are
allowed, then the number of blocks is at most 2(kh +
kv + rkd).
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�

Lemma 3 When none of the above mentioned Reduc-
tion rules are applicable, the number of rows in the board
of the reduced instance is O(k2).

Proof. Since Reduction Rule 2 does not apply, each
row-block has size at most 3(k + 1). Also, by Reduc-
tion Rule 3, the number of row-blocks is at most 2k.
Therefore, the total number of rows in B is at most
O(k2). �

Similarly, we can also bound the number of columns
of B, using the same arguments. Using Observation 2
and 1, we get the following theorem.

Theorem 4 B&S+ admits a kernel with O(k2) rows
and columns, and at most O(k3) buttons. Furthermore,
the problem can be solved in time 2O(k log k)kO(1) + (n+
m)O(1).

4 Kernel for a n−by−1 board

In this section, we consider the 1-Dim-B&S problem
and give a linear kernel, parameterized by the number
of cuts.

Let (B, k) be the input instance of 1-Dim-B&S . In
this case too, Reduction Rules 1 and 3 apply. In addi-
tion to that, in this special case, we have a more refined
bound on the size of a row-block.

Reduction Rule 4 If B[{i, i+1, . . . , i+p}, 1] is a row-
block such that |p| ≥ 2, then set B[i + p, 1] = 0. Let B

′

be the resulting board. Then the resulting instance is
(B

′
, k).

Lemma 5 Reduction Rule 4 is safe.

Proof. [Proof Sketch] Observe that any minimum so-
lution of B is also a solution of B′. Also any solution to
B′ can be extended to a solution to B by expanding a
cut that touches one of the entries in B[{i, i+1}, 1]. �

Reduction Rule 4, together with ideas motivated
from [1] about “context free language“ gives us the fol-
lowing result.

Theorem 6 Let (B, k) be the reduced instance with re-
spect to Reduction Rules 1, 3 and 4. Then there are
at most 4k rows in B. Moreover, 1-Dim-B&S on this
reduced insance can be solved in 2O(k)kO(1) time.

Proof. Since Reduction Rule 1, 3 and 4 are not appli-
cable, any row-block of B has at most 2 rows, there are
at most 2k row-blocks and the number of rows with zero
entries is zero. Hence, the number of rows/buttons in B
is at most 4k. Using Observation 1, we obtain an algo-
rithm for this problem that runs in 2O(k log k)kO(1) time.

In fact, we can obtain a 2O(k)kO(1) time algorithm for
this problem. We know that at most k cuts are allowed.
Suppose there is a solution S ′ with k′ ≤ k cuts. By
the definition of cuts, there are exactly 2k′ cells of B
which are starting and ending points for these cuts in
the potential solution S ′. We guess these 2k′ cells, and
among them, we guess which cells are starting cells and
which are ending cells. There are

(
4k
2k′
)
22k

′ ≤ 26k such
guesses. For each guess, we execute two phases: (i) Pair
up each starting cell with an ending cell and define an
ordering on such pairs, (ii) verify whether the ordering
ensures that each pair is a cut of the board when its
turn comes.

In the first phase, we try to build a sequence S of
pairs, where each pair consists of a starting cell and an
ending cell of the guess. To start with, S = ∅. First,
if there is any guessed position with its entry equal to
zero, then we immediately terminate the guess. Sup-
pose the topmost guessed cell is an ending cell, then we
imediately terminate this guess. Otherwise, let S be a
stack. We push in the guesses starting cells from the
top row downwards, till we find an ending cell. When
we find an ending cell e, we pop the last starting cell
s in S. Suppose the (non-zero) entries of e and s are
not equal. Then we terminate this guess. Otherwise,
we consider s and e as the next cut in S. We do this
till the stack S becomes empty. The number of guessed
starting cells and ending cells are the same. Also, each
starting cell is pushed and popped exactly once from S.
Then, within k′ pops and k′ pushes on the stack S, S
becomes empty.

In the second phase of the algorithm, we consider a
pair (s, e) in the sequence S. If all the entries in rows
between s and e are either of the same non-zero value,
or equal to zero, then the pair (s, e) corresponds to a
cut. We set all the entries in rows between s and e to
zero, and continue with the next pair in S. If not, then
we terminate this guess of starting and ending cells. If,
in the end, we have set all entries in B to zero, then we
output S as a solution, with at most k cuts, for B. We
have verified that each pair (s, e) ∈ S can be thought of
as a cut for the board B as well.

We argue the correctness of this algorithm. First,
suppose the algorithm finds a guess that outputs a S.
By the description of the first phase of the algorithm,
in the second phase, no starting or ending cell is set to
zero due to any other cut of S. Then S is a solution for
B with at most k′ cuts.

On the other hand, assume that there is a solution S
of k′ ≤ k cuts for the board. Let E be the set of starting
and ending cells of the cuts in S. The rows of B induce
an ordering, I, among the cells in E. Let this ordering
give higher index to cells in rows with higher index. Let
s and e be two consecutive cells in E under I, such
that s is a starting cell and e is an ending cell. Then
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it must be the case that s and e are the starting and
ending cells of the same cut in S. Otherwise, without
loss of generality, let the cut C starting at s be before
the cut C ′ ending at e in the sequence S. Suppose e′

is the ending cell of C. It must be the case that e′ lies
in a row below e. Then, by definition, the cut C should
have set e to zero. This contradicts the definition of C ′,
where the starting and ending cells must be non-zero at
the time the cut is made. Since, s and e are consecutive
in E, it is also necessary that all the non-zero entries in
the rows between s and e must be set to zero by C itself,
and by no other cut. Therefore, all the entries in the
board B, between the rows s and e must either be the
same non-zero value, or equal to zero. Now, consider
the solution S. In one of the guesses of starting and
ending cells, we should have guessed the cells of E for
the solution S. The first cell in E must be a starting cell
of a cut in S. By the arguments above, the pairs created
by the first phase of the algorithm are in fact the correct
pairs for cuts in S. The ordering S ′ we construct might
be different from S. Because of the pairing of the 2k′

cells of E, there are at most k′ cuts in S ′. Therefore, S ′
is a required solution for B.

This completes the proof of correctness of this al-
gorithm. The running time of this algorithm is
2O(k)kO(1). �

Using similar arguments, if B is a 1−by−m matrix,
we can apply similar reduction rules and upper bound
m by 4k.

5 Kernel for a n−by−m board using diagonal cuts

In this section, we consider the B&S problem, where
the allowed cuts can be horizontal, vertical as well as
diagonal. The only constraint is that a diagonal cut can
be of length at most r. This problem is NP-complete,
because of the NP-completeness of B&S+ [5].

We show that, given kh + kv + kd + r as a parameter,
the B&S problem has a polynomial kernel. The strategy
is the following: we first bound the size of each row-
block (Reduction Rule 5 and 6) and then the number
of row-blocks in a YES instance (Reduction Rule 7).
Let k = kv + kh + kd. First, we make an observation
regarding diagonal cuts.

Observation 3 A diagonal cut in B can set at most r
non-zero entries to zero, and hence, can touch at most
r rows and r columns.

Reduction Rule 5 Let (B, kh, kv, kd, r) be an in-
stance of B&S. Consider a maximal set Y = {i, i +
1 . . . , p} of consecutive rows of B that have only zero
entries. If there are at least r + 2 rows in this maximal
set, then other than the first r + 1 rows, we delete the
rest of the rows from the board. This gives us a new

board B′, which is an (n− (Y −r+1))×m matrix. The
resulting instance is (B′, kh, kv, kd, r).

Lemma 7 Reduction Rule 5 is safe.

Proof. [Proof Sketch] The key idea here is Observation
3. From this observation and the fact that Y is a set of
zero rows and |Y | ≥ 2, none of the rows in Y are touched
by diagonal cuts. Also no minimum solution will have
a horizontal cut touching any of the rows of Y . Thus,
the rows of Y are touched only by vertical cuts (if at all
touched) and any vertical cut that touches a row of Y
touches all rows of Y (because end points of a cut are
non-zero entries). Thus, deleting the extra (anything
more than r + 2) rows preserves the solution, as the
cuts touching the removed rows can easily be shrunk
for the forward direction and expanded for the reverse
direction. �

We now give a bound on the size of each block in B.
To make the arguments notationally clear, we say that
a cut crosses a row, if it not only touches this row but
also the row above and the row below.

Reduction Rule 6 Let Ri, Ri+1, . . . , Rp be a row-
block such that p − i + 1 is at least 2(rkd + 1) +
(rkd + kh)(r + 2) + 2kv(r + 2) + 2. Let i0 be such that
i + rkd + kv(r + 1) < i0 ≤ p − (rkd + 1) − kv(r + 1).
Also, let Ri0 have non-zero entries. Let B

′
be a matrix

obtained from B by setting all entries of Ri0 to 0. Then
the resulting instance is (B

′
, kh, kv, kd, r).

Lemma 8 Reduction rule 6 is safe.

Proof. As a sanity check, let us first see that such an i0
exists where there is some non-zero entry. By definition
of i0, there are at least (rkd + kh)(r + 2) + 2 rows that
can be assigned to i0. Since Reduction Rule 5 is not
applicable, there must be at least one row among them
that has at least one non-zero entry. Now, we prove the
correctness of this Reduction Rule.

First, suppose (B, kh, kv, kd, r) is a YES instance of
B&S. Let X = {i, i + 1, . . . , p} be the rows forming
the row-block. Let XU = {i, i + 1, . . . i + rkd} and
XD = {p − (rkd + 1) + 1, . . . , p} be the first and last
rkd + 1 rows of X respectively. By definition, i0 does
not belong to either XU or XD. Next, consider a solu-
tion S of B. By Observation 3 and by the budget on
the number of diagonal cuts, at most rkd rows of XU

and XD are touched by diagonal cuts. Then, by pigeon-
hole principle, XU has a row u such that no diagonal
cut crosses u. Similarly, XD has a row d such that no
diagonal cut crosses d. Let Xm = {u + 1, . . . , d − 1}.
First, we show that there is a solution S ′, with at most
kh horizontal cuts, kv vertical cuts and kd diagonal cuts
of length r, such that all non-zero entries in Xm are set
to zero by vertical cuts only.
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Claim 3 There exists a solution S ′ with at most kh
horizontal cuts, kv vertical cuts, and kd diagonal cuts of
length r, such that every non-zero entry in Ri, . . . , Rp

is set to zero by a vertical cut in S ′.

The proof of Claim 3 can be obtained from the proof
of Claim 1 by replacing X by Xm. Next, we show that
there is a solution S ′′, where every row in Xm has its
non-zero entries set to zero by vertical cuts alone, and
where no vertical cut ends at row Ri0 .

Claim 4 There is a solution S ′′, where every row in
Xm has its non-zero entries set to zero by vertical cuts
alone, and where no vertical cut ends at row Ri0 . More-
over, there are at most kh horizontal cuts, kv vertical
cuts and kd diagonal cuts in S ′′.

Proof. [Proof Sketch] By choice of i0, there are at least
kv(r + 2) rows of Xm above Ri0 and at least kv(r + 2)
rows below Ri0 . Let U1 be the first kv(r + 2) rows in
Xm, and U ′1 be the subset of rows of U1 which have
non-zero entries. By Pigeonhole principle, there are at
least kv rows in U ′1. Similarly, we can define U2 as the
last kv(r + 2) rows in Xm, and U ′2 as the subset of rows
of U2 which have non-zero entries. The number of rows
in U ′2 must be at least kv. To construct S ′′ using S ′,
we follow exactly the construction of S ′′ in the proof of
Claim 2 modulo the following changes. Replace X by
Xm, i by u, p by d, U1 by U ′1 and U2 by U ′2 in the proof
of the Claim 2. �

S ′′ is a solution for (B, kh, kv), such that there are no
endpoints in Ri0 . Therefore, S ′′ is also a solution for
(B′, kh, kv) and we are done with the forward direction.

The argument for the reverse direction is similar. We
show that if (B′, kh, kv, kd, r) is a YES instance, then
there is a solution S∗ such that rows of Xm are set to
zero only by vertical cuts. By definition of a cut, it
must be true that no vertical cut has an endpoint on
Ri0 of B′. Consider a column j and the entry B[i0, j]
which is non-zero. By definition of row-block, for any
row of Xm, the entry in the column j is either B[i0, j] or
an empty space. Let iu and id be the highest row just
above and lowest row just below i0, respectively, where
B[iu, j] = B[i0, j] = B[id, j]. If there is a vertical cut
that sets both B′[iu, j] = B[iu, j] and B′[id, j] = B[id, j]
to zero in S∗, then the same cut can be used to set
B[i0, j] to zero in B. Suppose not. Then, it must be the
case that the vertical cut that sets B′[iu, j] = B[iu, j]
to zero, ends at B′[iu, j] = B[iu, j]. For a solution in B,
we extend this cut till B[i0, j]. In B, this is a cut. In
this way, all non-zero entries of Ri0 are set to zero. �

Reduction Rule 7 If the number of row-blocks is at
least 2(kh +kv + rkd) + 1, then (B, kh, kv, kd, r) is a NO
instance.

The proof of safeness of Reduction Rule 7 is exactly
like Lemma 2 with an addition that even though any
vertical or horizontal cut can remove at most 2 vertices
from G, any diagonal cut can set the non-zero entries of
at most m blocks to zero and can make at most r blocks
same as its two neighbouring blocks. Thus, because of
any diagonal cut, at most 2r vertices could be removed
from G.

Putting the above results together, we conclude that
when none of the reduction rules are applicable, n ≤
(2(rkd + 1) + (rkd + kh + 2kv)(r + 2) + 2)2(kh + kv +
rkd) = O(r3k2). We can apply analogous reduction
rules to bound the number of columns (m) by O(r3k2).
Combining this with Observations 1 and 2, we complete
the proof of Theorem 9.

Theorem 9 B&S admits a kernel with O(r3k2)
columns and rows and O(r3k3) buttons. Furthermore,
the problem can be solved in time 2O(k(log r+log k)) +(n+
m)O(1).

6 Conclusion

Here are a few open questions that we would like to
address as an extension of the current work. The pa-
rameterized complexity of Buttons & Scissors game,
parameterized by the number of cuts and the classi-
cal complexity of Buttons & Scissors game, where the
board is an n × 1 board, and the aim is to determine
the minimum number of cuts required for a solution of
the board.
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Minimizing Uncertainty through Sensor Placement with Angle Constraints
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Abstract

We study the problem of sensor placement in environ-
ments in which localization is a necessity, such as ad-hoc
wireless sensor networks that allow the placement of a
few anchors that know their location or sensor arrays
that are tracking a target. In most of these situations,
the quality of localization depends on the relative angle
between the target and the pair of sensors observing it.
In this paper, we consider placing a small number of
sensors which ensure good angular α-coverage: given α
in [0, π/2], for each target location t, there must be at
least two sensors s1 and s2 such that the ∠(s1ts2) is in
the interval [α, π − α]. One of the main difficulties en-
countered in such problems is that since the constraints
depend on at least two sensors, building a solution must
account for the inherent dependency between selected
sensors, a feature that generic Set Cover techniques
do not account for.

We introduce a general framework that guarantees an
angular coverage that is arbitrarily close to α for any
α <= π/3 and apply it to a variety of problems to get
bi-criteria approximations. When the angular coverage
is required to be at least a constant fraction of α, we
obtain results that are strictly better than what stan-
dard geometric Set Cover methods give. When the
angular coverage is required to be at least (1− 1/δ) ·α,
we obtain a O(log δ)- approximation for sensor place-
ment with α-coverage on the plane. In the presence of
additional distance or visibility constraints, the frame-
work gives a O(log δ · log kOPT)-approximation, where
kOPT is the size of the optimal solution. We also use
our framework to give a O(log δ)-approximation that
ensures (1 − 1/δ) · α-coverage and covers every target
within distance 3R.

1 Introduction

Localization is an important necessity in many mobile
computing applications. In ad-hoc wireless sensor net-
works, it centers around the ability of nodes to self
localize using little to no absolute spatial information.
When mobility is considered, the problem becomes that
of tracking a moving target through a sensor network in
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which a set of sensors must combine measurements in
order to detect the location of the target.

When a large number of sensors are deployed, it be-
comes impractical to equip all of them with the capa-
bility of localizing themselves with respect to a global
system (such as through GPS). From this perspective, a
commonly used technique is to employ a small number
of anchors (or beacons) that know their location and
are capable of transmitting it to the other nodes seek-
ing to localize themselves [27]. Alternatively, sensors
such as cameras or microphone arrays placed in the en-
vironment can collect measurements which can then be
used to estimate the locations of objects of interest. In
some of the most popular scenarios, each target seek-
ing to localize itself has access to Euclidean distances
and/or angular measurements (bearing) relative to the
sensors that are in its vicinity. When exact distances or
bearings from two sensors to a target are known, local-
ization can be easily performed through the process of
triangulation. In practice, however, the inherent sensor
measurements are noisy and several models of uncer-
tainty have been proposed [4].

From a geometric perspective, a common benchmark
for estimating uncertainty is the Geometric Dilution of
Precision (GDOP). This benchmark investigates how
the relative geometry between sensors and target nodes
amplifies measurement errors and affects the localiza-
tion error. Savvides et al. [23, 24] observe that the error
is largest when the angle θ between two sensors and
the target node is either very small or close to π. The
analysis of Kelly [14] further shows that, when trian-
gulation is used, this angle contributes to the GDOP
at a fundamental level. When distance measurements
are used in triangulation, the GDOP is proportional to
1/| sin θ|. When angular measurements are used, the
GDOP is proportional to d1 · d2/| sin θ|, where d1 and
d2 are the distances from the sensors to the target. In-
tuitively, each measurement becomes a constraint that
restricts the set of possible locations of the target and
the quality of localization depends on both the area and
the shape of all intersections. As seen in Figure 1, when
the angle θ is close to 0 or π, the feasible set becomes
unconstrained and the error unbounded. In particular,
when the sensors and the target are collinear, localiza-
tion is impossible.

Inspired by these observations, our paper focuses on
the geometry of sensor deployment and asks the ques-
tion of where should the sensors be placed so as to en-
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θ → 0 θ → π

uncertainty ∝ d1·d2
| sin θ|

Figure 1: When bearing information is used to deter-
mine a target’s location, the measurement corresponds
to a cone centered at the true bearing from the sen-
sor to the target. Given sensors s1, s2 and target t, let
θ = ∠s1ts2, d1 = d(s1, t) and d2 = d(s2, t). When the
sensors are too far from the target, the uncertainty be-
comes unbounded. If θ is small, the y-direction becomes
unconstrained. If θ is large, the x-direction becomes un-
constrained.

sure that the GDOP is below a given threshold at all
target locations? To this end, we define an angular
constraint which we call α-coverage: given a parame-
ter α ∈ [0, π/2], each target at position t must be as-
signed two distinct sensors (at positions s1 and s2) such
that the angle θ = ∠s1ts2 is in the range [α, π − α]
(i.e. neither too small nor too big). We then frame the
problem of sensor placement as a bicriteria optimiza-
tion problem: given a set of possible sensor and tar-
get locations, we wish to select the smallest number of
sensors that provide α-coverage for all target locations.
We address these variants from a theoretical perspec-
tive and present a general algorithmic framework that
specifically addresses the angular constraint and itera-
tively obtains better angular guarantees at the expense
of larger solution sizes.

Our model. Formally, we consider the two dimen-
sional model in which the set of candidate sensor loca-
tions is a discrete set X ⊆ R2 and the set of target loca-
tions is a discrete set T ⊆ R2. We have chosen to discuss
this discrete setting (instead of the continuous one) be-
cause we consider it to be more theoretically rich. If
we could choose sensor locations anywhere in the plane,
we could essentially impose a grid on the plane and use
a constant number of sensors per cell to cover the tar-
gets (without violating the angular constraints). The
analysis would then use k-center or Art Gallery
techniques to obtain constant factor approximations.

Given a parameter α ∈ [0, π/2], we say that an (un-
ordered) pair (s1, s2) α-covers a target t if θ = ∠s1ts2 is
in the range [α, π−α]. Notice that the higher the value
of α, the smaller the range of values that θ can take. Our
algorithmic framework applies to several sensor cover-
age problems. First, we define the Minimum Sen-
sor Placement with α-coverage (α−Ang) problem,

which asks for the smallest set of sensors that α-covers
T . We then consider its clustering variant, in which we
additionally require that the sensors be within a given
range R of the target (corresponding to a finite sensing
range scenario). We call this the Minimum Sensor
Placement with (α,R)-coverage ((α,R)−AngDist)
problem and say that a pair of sensors (α,R)-covers a
target if both sensors respect the constraints. Finally,
we consider a version of the Art Gallery problem, in
which the target must be visible to both sensors. This
problem was first introduced by Efrat, Har-Peled and
Mitchell [8] which discussed the case in which the sen-
sors (contained in a region P ) are required to α- guard
targets that are contained in a smaller region Q ⊆ P .
Two sensors s1, s2 α-guard a target t if they both see
the target and (s1, s2) α-covers t. Given a sensor s ∈ X
and a target t ∈ T , we say that s sees t if the segment
connecting the two does not cross the boundary of P
(i.e. t is within line-of-sight of s). We henceforth refer
to this problem as the Art Gallery with α-coverage
(α−ArtAng) problem.

Related work. When it comes to sensor coverage
problems, extensive work has been done although sur-
prisingly few results discuss α-coverage. Notable excep-
tions are the work of Efrat, Har-Peled and Mitchell [8],
Tekdas and Isler [25] and Isler, Khanna, Spletzer and
Taylor [13]. As mentioned before, Efrat et al. [8] intro-
duce the α−ArtAng problem in which two sensors are re-
quired to α-guard a target. They present a O(log kOPT)-
approximation algorithm that guarantees α/2-coverage,
where kOPT is the size of the optimal solution. Their
main subroutine is similar to an algorithm for the Art
Gallery problem that first imposes a grid Γ on P and
chooses guards located at vertices of Γ. We note how-
ever, that such a step is not necessary in our case, since
X is already a discrete set. Their algorithm runs in
time O(nk4OPT log2 n logm), where n is the number of
vertices of P and m is the number of points in Γ ∩ P
(i.e. possible sensor locations). In contrast, we present
a framework that achieves (1−1/δ)·α-coverage, approx-
imates the number of sensors by O(log δ · log kOPT) and
runs in time O(log δ · kOPT · mn logm), for any δ ≥ 1
and α ≤ π/3. In our case and throughout the rest of
the paper, n represents the number of targets.

Tekdas and Isler [25] formalize the angle constraint
by requiring that the uncertainty d1 · d2/| sin θ| com-
puted by Kelly [14] be smaller than a certain threshold
U . When the targets are contained in some subset of the
plane and the sensors can be placed anywhere (contin-
uous case), they present a 3-approximation with maxi-
mum uncertainty ≤ 5.5U . We note that (α,R)−AngDist
is a generalization of the above problem in the sense
in which an algorithm for (α,R)−AngDist can be used
in approximately solving the former. Finally, Isler et
al [13] consider the case in which the sensor locations
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are already given and one must compute an assignment
of sensors to targets that minimizes the total sum of er-
rors. In addition, they require that each sensor be used
in tracking only one target. The version relevant to our
problem is when the error is defined as 1/ sin θ. In the
case in which the sensors are equally spaced on a circle,
they present a 1.42-approximation that also applies to
minimizing the maximum error.

Our contributions. For the case of α ≤ π/3, we
provide a general bi-criteria framework that approxi-
mates the angular coverage to arbitrary precision while
guaranteeing a good approximation in the size of the
solution. Specifically, for any δ > 1, we propose an it-
erative method that guarantees (1 − 1/δ) · α-coverage
and approximates the solution size by O(log δ) for
α−Ang and O(log δ log kOPT) for (α,R)−AngDist and
α−ArtAng. When the polygon in α−ArtAng is allowed
to have h holes, we obtain a O(log δ · log kOPT · log h)-
approximation. It is worthwhile to note that the main
technical theorem of the framework refers solely to the
angle coverage constraint and as such, could be applied
to a variety of other problems as long as the other con-
straints (such as distance or line-of-sight visibility) de-
fine a good set system (one with constant VC dimension,
for example).

In addition, we present further approximations for
(α,R)−AngDist. We relax the distance constraints from
R to 3R and reduce the approximation factor of the
solution size from O(log δ · log kOPT) to O(log δ), while
keeping the angular coverage at (1−1/δ)·α. We achieve
this by using a more involved technique of employing ε-
nets that we believe may be of independent interest.

We also consider the case in which α = 0 and con-
struct a set of optimal size that covers the targets
within distance (1 +

√
3) · R. This particular case

remains relevant since it captures the spirit of fault
tolerance by requiring two distinct sensors to be as-
signed to a target. We achieve our result by show-
ing a (1 +

√
3)-approximation for the more general Eu-

clidean Fault Tolerant k-suppliers problem which
improves on the existing 3-approximation by Khuller et
al [15].

Discussion of existing techniques. In a more
general context, we believe that angular constraints
are interesting not just because they contribute to a
new geometrical direction in sensor coverage problems.
From a purely theoretical perspective, they also present
the challenge of approximating an optimization prob-
lem whose objective function is linear in the number of
chosen sensors but whose constraints depend on pairs
of sensors jointly satisfying a condition.

In such a case, an algorithm that chooses pairs which
satisfy the constraints might incur an overall cost that
is quadratic in the objective function. For example, one
natural way in which we can consider α−Ang is as an

instance of Set Cover. For each pair of sensors (s, s′),
we can define S(s,s′) to be the set of targets t ∈ T such
that (s, s′) α-covers them. Set Cover asks for the
smallest number of pairs whose union covers T . The
generic greedy charging scheme for Set Cover gives
us a solution of size at most k∗ · log n, where k∗ is the
size of the optimal Set Cover solution. Notice, how-
ever, that k∗ can be much larger than kOPT (the size
of the optimal set of sensors for α−Ang) and this could
lead to a quadratic blowup in the size of the solution. In
the worst case, greedy Set Cover could pick as many
as
(
kOPT

2

)
· log n sensors in its solution. This degener-

ate case might happen when we end up picking distinct
pairs of sensors to cover each target while the optimal
solution picks a much smaller set of sensors that collec-
tively α-cover the targets.

Using the geometry of the problem, one could slightly
improve the above approximation factor from O(kOPT ·
log n) to O(kOPT · log kOPT). Specifically, one can show
that each S(s,s′) is induced by the symmetric difference
of two circles. As such, these objects have constant
Vapnik-Chervonenkis (VC) dimension [19] and allow
for a O(log k∗)-approximation for Set Cover [10, 3].
Unfortunately, this only gets us a O(kOPT · log kOPT)-
approximation guarantee. The persistent kOPT factor
in the approximation comes from the fact that the
Set Cover framework cannot distinguish between sen-
sors that help cover a lot of targets (locally) and sensors
that, additionally, can also help cover more targets in
conjunction with other sensors. In other words, it does
not make use of the global dependency between sen-
sors in order to get a small solution size.

In fact, such observations are more in the spirit of
Label Cover type problems in which we need to as-
sign labels to vertices of a graph but a specific labeling
is considered feasible only when it satisfies certain edge
constrains. Indeed, when considered in its full general-
ity (i.e. points lie in arbitrary space and coverage is de-
fined arbitrarily), the problem becomes a generalization
of MinRep and, as such, incurs a hardness of approxi-
mation bound of 2log

1−ε n, for any 0 < ε < 1 unless NP
⊆ DTIME(npolylog(n)) [17]. Such occurrence of Label
Cover in a natural setting is intriguing in its own right.
Furthermore, it can conceivably model other instances
in which the quality of a solution depends on pairs of el-
ements jointly satisfying a condition, such as in pairwise
feature selection for Machine Learning tasks [22, 6]. We
defer the rest of the discussion to the extended version
of the paper [1].

2 Algorithmic Framework

Let m = |X| be the number of possible sensor locations
and n = |T | be the number of target locations. The
underlying distance function will be the Euclidean `2
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Figure 2: The set Rt(s, β) is induced by the
double-wedge generated by the lines l1 and l2 and has
a central angle θ = π − 2β.

metric. We consider (unordered) pairs of the form (s, s′)
where s 6= s′, s ∈ S, s′ ∈ S′ and S, S′ ⊆ X are sets of
sensors. We denote the set of such pairs as S × S′.
Formally, S × S′ = {(s, s′)|s 6= s′, s ∈ S, s′ ∈ S′}. We
say that the set of pairs S×S′ α-covers t if there exists
a pair (s, s′) ∈ S × S′, s 6= s′, that α-covers t. When
S′ = S, we simply say that the set S α-covers t. A
pair or a set of pairs α-covers a set T of targets when it
α-covers each element of T . In addition, a pair or a set
of pairs (α,R)-covers a set T of targets within distance
R if, for at least one of the pairs that α-covers a target,
the distance from both sensors to the target is ≤ R.

We begin by considering a fixed set S of given sensors
and asking the question of how should we pick a second
set of sensors S′ such that pairs of the form (s, s′) with
s ∈ S and s′ ∈ S′ will β-cover the set of targets (for
a given β). Formally, given a target t ∈ T , a sensor
s ∈ X and angle parameter β ∈ [0, π/2], we define the
set Rt(s, β) of feasible sensor locations that, together
with s, β-cover t:

Rt(s, β) = {s′ ∈ X|(s, s′) β-covers t}

As seen in Fig. 2, this set is induced by two wedges
centered around t. A wedge is defined as the intersection
of two non-parallel half spaces in R2. In our case, we are
interested in the two wedges defined by the lines that
form angles of β with the line that passes through s
and t. The union of these two wedges will be referred to
as the double-wedge around t. The task of constructing
a pair that β-covers t can now be reduced to that of
finding a second sensor s′ inside the double-wedge, i.e.
once we find such a sensor, we are guaranteed that the
pair (s, s′) β-covers t.

Specifically, the set S′ becomes a hitting set for the
given collection of double-wedges (one for each target).
Given a set system F(X,R), where X is the set of sen-
sors and R is a collection of subsets (double-wedges)
of X, a hitting set is a set H ⊆ X that intersects
every subset in R non-trivially. The Hitting Set
problem asks for a hitting set of minimum cardinal-
ity. Our method constructs S′ by approximately solving

the Hitting Set problem, in which the double-wedges
may be further restricted to intersect the circle of ra-
dius R centered at the targets (for (α,R)−AngDist) or
the visibility polygons of the corresponding targets (for
α−ArtAng). For this step, we employ known techniques
using constant VC dimension and ε-net constructions.

When it comes to the analysis, the challenge is mak-
ing sure that S′ is not much larger than kOPT = |SOPT|
(the size of the optimal set of sensors) and therein lies
the difficulty. We do this by showing that SOPT itself
is a hitting set, so the size of the optimal hitting set is
smaller than kOPT. Specifically, our structural theorem
shows that given a set S of sensors that (α− 2ε)-covers
T for some ε ∈ (0, α/2], SOPT must intersect the double-
wedges induced by S around each target with β = α−ε:

Theorem 1 Let ε > 0 be such that α − ε ≤ π/3 and
ε ≤ α/2. Given a set S that (α − 2ε)- covers T , let
T ′ ⊆ T be the set of targets that S does not (α − ε)-
cover. Then the set of pairs S × SOPT (α − ε)-covers
T ′.

When ε = α/2, we start with an arbitrary set S and
recover the observation of Efrat et al. [8]. In order to
get better than α/2-coverage, the seed set S cannot be
chosen arbitrarily. In fact, our proof crucially uses the
fact that the sensors in S already (α − 2ε)-cover the
targets. Given a pair (s1, s2) in S that (α−2ε)-covers a
target t, we show that one of the optimal sensors must
be in Rt(s1, α − ε) ∪ Rt(s2, α − ε), i.e. it either makes
a good pair with s1 or with s2. The restriction that
α ≤ π/3 is used when ε < α/2 and guarantees that the
union of the two double-wedges (for s1 and s2) is itself
a double-wedge with a large enough central angle that
it must intersect SOPT.

By adding the set S′ to S, we now obtain a larger
set that (α− ε)-covers the targets. Iterating this proce-
dure log δ times, we guarantee (1 − 1/δ) · α-coverage
and approximate the size of the optimal solution by
log δ · c, where c is the approximation guarantee we get
from solving the Hitting Set problem in each iteration
(Section 2.2).

Finally, we note that while adding more sensors in
order to obtain a better solution is a classical approach,
the challenge is do so in a way that addresses the
global dependency between sensors and does not incur a
quadratic cost in each iteration. In this context, instead
of looking for pairs in which both sensors are unknown,
our framework looks for pairs in which one sensor is in
S (i.e. already known) and the other one is in S′. This
allows us to cast the task of constructing S′ as a global
optimization problem (Hitting Set) for which good
approximations exist. Moreover, when α ≤ π/3, our
main structural theorem allows us to bound the size of
such hitting sets linearly in kOPT (essentially shaving off
the additional kOPT factor from Set Cover).
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2.1 Proof of Theorem 1

In order to prove Theorem 1, we essentially show that
SOPT must intersect at least one of the double-wedges
generated by S around a given target t. First, notice
that if a set S already (α− ε)-covers a target t, then we
do not need to worry: S will continue to (α−ε)−cover t
even when we add S′ to S. We are therefore concerned
with targets in T ′ that are not already (α − ε)-covered
by S.

Fix such a target t ∈ T ′ and let s1, s2 ∈ S be any
two sensors that (α − 2ε)-cover t but do not (α − ε)-
cover it. Our strategy will be to show that there exists
s∗ ∈ SOPT such that either (s1, s

∗) (α − ε)-covers t or
(s2, s

∗) (α − ε)-covers t, i.e. s∗ ∈ Rt(s1, α − ε) or s∗ ∈
Rt(s2, α − ε). The candidates will be s∗1, s

∗
2 ∈ SOPT

where (s∗1, s
∗
2) is the optimal pair that α-covers t. We

will show that s∗ is either s∗1 or s∗2. Intuitively, each of
the double-wedges induced by s1 and s2 alone is not big
enough to ”capture” s∗1 or s∗2. However, if ∠s1ts2 is in
the range [α−2ε, π−(α−2ε)], then the union Dt of these
double-wedges will have a large enough central angle to
guarantee that one of the optimal sensors is contained
in it. In other words, at least one of the optimal sensors
s∗1 or s∗2 together with either s1 or s2 will (α− ε)-cover
t.

Let D1 and D2 be the double-wedges corresponding
to Rt(s1, α − ε) and Rt(s2, α − ε), respectively. Notice
that they have central angles θD1

= θD2
= π− 2(α− ε).

Let α′ = ∠(s1ts2). We begin by first establishing that
the union of these two double-wedges generated by s1
and s2 is a larger double-wedge.

Lemma 2 The union of the two double-wedges D1 and
D2 is a larger double-wedge Dt centered at t with central
angle θDt = π − 2(α− ε) + α′.

Proof. We refer the reader to Figure 3 for an intu-
itive explanation. Formally, let l be the line that passes
through s1 and t and let l1 and l2 the two lines that de-
fine D1. Since ∠(s1ts2) /∈ [α− ε, π − (α− ε)], it follows
that s2 is not in D1. Assume without loss of generality
that s2 is between the lines l and l1 in the counterclock-
wise direction. The same proof follows for the other
possible locations of s2.

Now consider D2 and let l3 and l4 be the defining
lines through t, while l′ is the line that passes through
s2 and t. Notice that D1 and D2 are identical except
that D2 is a rotated copy of the D1. In other words,
since ∠(l, l′) = α′, we also have that ∠(l1, l3) = α′ and
∠(l2, l4) = α′.

We will show that (l1, l3) ≤ ∠(l1, l2), and hence con-
clude that l3 must lie between l1 and l2. Since ∠(l1, l3) =
α′ ≤ α− ε (by choice of s2) and ∠(l1, l2) = π−2(α− ε),
we have that when α− ε < π/3:

α− ε ≤ π − 2(α− ε).

s1 l

l1 l2

l′

l3

l4

θDt = π − 2(α− ε) + α′

s2

θD′t = 2(α− ε)− α′ α′

t

Figure 3: Since ∠(s1ts2) = α′, D2 is a rotation by α′ of
D1 . Their union is another double-wedge Dt defined
by l1 and l4 with central angle θDt = π− 2(α− ε) + α′.

Therefore, the union of the two double-wedges D1 and
D2 is a continuous double-wedge Dt determined by l1
and l4. It has central angle θDt = θD1 + ∠(l2, l4) =
π − 2(α− ε) + α′.

�
The next step is to show that one of the two optimal

sensors s∗1 and s∗2 must be in Dt. The intuition is that
by making Dt have a large central angle, we ensure that
the complement D′t of Dt has such a small central angle
that it would not be able to contain both s∗1 and s∗2.

Lemma 3 At least one of the two optimal sensors s∗1
and s∗2 assigned to t must be in Dt.

Proof. Let D′t be the complement of Dt. Notice that
D′t forms another double-wedge defined by l1 and l4 but
that it does not actually contain points on these lines.
Moreover, D′t has a central angle θD′t = π− θD = 2(α−
ε) − α′. Since s1 and s2 (α − 2ε)-cover the target, and
we are considering the case where s2 is between l and l1,
we have that α′ ≥ α−2ε. Hence, we have that θD′t ≤ α.
This implies that s∗1 and s∗2 cannot be both in the same
wedge of D′t without being exactly situated on the lines
l1 and l4( i.e. in Dt). The other bad situation would be
for them to be in different wedges of D′. But then the
angle between them would be greater than θDt . Since
α′ ≥ α− 2ε, we get that

θDt = π − 2(α− ε) + α′ ≥ π − α,

which would contradict the fact the ∠(s∗1ts
∗
2) ∈ [α, π −

α]. In other words, at least one of the optimal sensors
s∗1 and s∗2 must be in Dt. �

This concludes the proof of Theorem 1. At this point,
it is worthwhile to notice that the requirement that
α ≤ π/3 is relatively tight in this framework. When
α − ε > π/3, both of the above claims fail. In particu-
lar, the central angle of D1 and D2 would be too small
and their union would no longer correspond to a bigger
double-wedge. Furthermore, it would no longer be true
that such a union must intersect SOPT.
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2.2 Iterating to obtain ((1− 1/δ) · α)-coverage

Given the technical lemmas from before that allow us to
refine the angular coverage of a given seed set S, we can
now develop a more general algorithm that constructs a
new set that achieves ((1−1/δ) ·α)-coverage for any δ >
1. The idea is to iteratively apply the refinement step
(by setting S = S ∪ S′) log δ times, first with ε = α/2,
then with ε = α/4 etc. At the end of log δ iterations,
we have that the updated set S ((1 − 1/δ) · α)-covers
T . The running time of the algorithm is log δ times the
time to find the appropriate hitting set plus the time
it takes to find the starting set. This first set (denoted
S1) requires special care and depends on the problem at
hand.

Notice that we require S1 to 0-cover T but one can
check that the proof of Theorem 1 follows in this case
even when we do not have two distinct sensors 0-
covering a target. Therefore, in the case of α−Ang,
it suffices to pick S1 to consist of any sensor in X and
get the following:

Theorem 4 Given X, T , α ∈ [0, π/3] as above, we can
find a set of sensors S ⊆ X such that S ((1− 1/δ) · α)-
covers T and |S| = O(log δ) · kOPT. The running time
of the algorithm is O(log δ · kOPT ·m logm).

When it comes to the (α,R)−AngDist problem, we re-
quire that the initial set S1 has the property that each
target is within distance R of at least one sensor in S1.
Without loss of generality, we can assume that R = 1
and then our problem becomes an instance of the Dis-
crete Unit Disk Cover (DUDC) problem [5]. In
DUDC, we are given a set P of n points and a set of D
of m unit disks in the Euclidean plane. The objective is
to select a set of disks D∗ ⊆ D of minimum cardinality
that covers all the points. The problem is a geometric
version of Set Cover and is NP-hard [9]. Neverthe-
less, several constant factor approximations have been
developed and all could be used to compute a good ap-
proximation while balancing the trade-off between the
approximation factor and the running time. For our
purposes, we use the 18-approximation by Das et al [5]
that has a runtime of O(n log n + m logm + mn). We
note that better approximations are known, but using
them in our framework could increase the total run-
time. In each iteration, we increase the size of our set
by O(log kOPT) · kOPT and since |S1| ≤ 18 · kOPT, we get
the following:

Theorem 5 Given X, T , α and R as above, we can
find a set of sensors S ⊆ X such that S ((1− 1/δ) · α)-
covers T within distance R and |S| = O(log δ ·log kOPT)·
kOPT. The running time of the algorithm is O(log δ ·
kOPT ·mn logm).

For α−ArtAng, we need to find a set of sensors S1 ⊆ X
that guard T . To this extent, we can again employ the

fact that the set of visibility polygons has finite VC-
dimension [26]. Notice that finding a small S1 that
guards T corresponds to the hitting set problem for
the set system made of sensors and visibility polygons
of target locations. We therefore obtain a set of size
O(log k∗) · k∗, where k∗ is the size of the smallest set of
sensors from X that guard T . Since SOPT also guards T ,
we have that k∗ ≤ kOPT, so we are guaranteed to obtain
a solution of size O(log kOPT) · kOPT. In each iteration,
we increase the size of our set by O(log kOPT) ·kOPT and
since |S1| = O(log kOPT) · kOPT, we get the following:

Theorem 6 Given polygons Q ⊆ P ,X, T , and α ∈
[0, π/3] as above, we can find a set of sensors S ⊆ X
such that S ((1− 1/δ) · α)-guards T and |S| = O(log δ ·
log kOPT) · kOPT. The running time of the algorithm is
O(log δ · kOPT ·mn logm).

We note that, in the case of α−ArtAng, we improve
on the result of Efrat et al [8], in that we approx-
imate the α-coverage constraint to any constant fac-
tor while maintaining the same approximation factor
of O(log kOPT). Moreover, our running times are com-
parable: O(nk4OPT log2 n logm) in [8] versus O(kOPT ·
mn logm) for our approximation. We note that their
running time comes from the fact they do not di-
rectly use the bounded VC dimension of the set sys-
tem. Instead, they use a previous algorithm designed
by Efrat et al [7] for approximating the more general
Art Gallery problem when the set of targets is re-
stricted to vertices of that grid. When angle constraints
are added, they adapt this algorithm to only consider
vertices of the grid that also satisfy α-coverage. In our
scenario in which targets have to be chosen from a dis-
crete set, we do not need to impose a grid and can di-
rectly apply the Brönnimann and Goodrich algorithm
[3]. For the case in which the sensors can be placed
anywhere, their algorithm could be employed instead
while maintaining the same approximation guarantees.

3 Other bi-criteria approximations for
(α,R)−AngDist

The geometric objects at the core of our method are
wedges centered at targets whose central angles depend
on α and ε. These ranges define the set of feasible lo-
cations from which we must choose a new set of sen-
sors and are given as input to the subsequent Hitting
Set problem. In the case of (α,R)−AngDist, the dis-
tance constraints require that the sensors we pick also
be within range R of the target, so our wedges become
sectors through intersection with a disk of radius R cen-
tered at the target.

When it comes to solving the Hitting Set prob-
lem, we employ the instrumental results of Haussler and
Welzl [10] and Brönnimann and Goodrich [3] which are

292



CCCG 2016, Vancouver, British Columbia, August 3–5, 2016

based on the existence of good ε-nets for a given set
system. We defer the intricacies of ε-nets to the long
for of the paper[1] but mention now that, given an al-
gorithm that computes in polynomial time an ε-net of
size O((1/ε) ·g(1/ε)), the algorithm of Brönnimann and
Goodrich [3] returns a hitting set of size O(τ · g(τ)),
where τ is the size of the optimal hitting set and g is
a monotonically increasing sublinear function. Several
good ε-net constructions are known when the underlying
objects are geometrical. For the case of (α,R)−AngDist,
we employ the canonical ε-net construction of Blumer et
al [2] and Komlós et al [16] which exploits the fact that
our ranges have constant VC dimension. This yields a
O(log kOPT)-approximation for Hitting Set on sectors
of radius R.

In order to reduce the approximation factor, we con-
sider relaxing the distance constraint and allowing the
chosen sensors to be within distance 3R of the targets.
In other words, we extend the radius of our sectors
from R to 3R. Inspired by the construction of Kulka-
rni and Govindarajan [18] for (unbounded) wedges, we
then propose a deterministic rule for picking sensors and
obtain a “relaxed” ε-net of size O(RIR · 1ε ), where RI is
the diameter of the largest enclosing ball of all possible
sensor locations. The main difference between our con-
struction and the one in [18] is the fact that the objects
the latter considers are unbounded and, as such, allow
for simpler grid-based constructions. In fact, this dis-
tinction is indeed the source of the additional RIR factor
that we incur in our bound.

To our knowledge, this is the first ε-net construction
whose size depends linearly on 1

ε and the ratio of the
diameter of the input space to the size of the ranges
(that is, when size can be appropriately defined). We
note that the O( 1

ε ) construction of Pach and Woegin-
ger [21] for translates of convex polygons does implicitly
depend on solving the problem for points contained in-
side a bounded square. It is unclear, however, how to
adapt their method for the case in which the ranges are
sectors of similar radius but can have arbitrary central
angles and orientations.

In order to overcome the dependency on RI
R , we fur-

ther employ the shifting technique of Hochbaum and
Maass [11] to first partition our space into cells of
bounded width and height and apply our ε-net con-
struction to obtain good hitting sets in those restricted
spaces. The analysis then yields an overall hitting set of
size O(kOPT) that achieves the desired (α− ε)-coverage
and is within distance 3R of the targets. The complete
argument is rather involved and we defer the exact de-
tails to extended version of the paper [1]. Formally, we
get that:

Theorem 7 Given X, T , α ≤ π/3 and R, we can find
a set of sensors S ⊆ X such that S ((1 − 1/δ) · α)-
covers T within distance at most 3R and |S| = O(log δ)·

kOPT. The running time of the algorithm is O(kOPT ·
mn logm log n).

Another interesting special case of (α,R)−AngDist is
the one in which α = 0, since it requires us to place
two distinct sensors within distance R of each target. A
related problem is the fault tolerant k-suppliers
problem as defined by Khuller et al [15] that requires
us to select k suppliers such that each client has δ sup-
pliers within an optimal distance r∗ of it. While the
objective in k-suppliers is to minimize the covering
radius (as opposed to the number of sensors used), we
will nevertheless exploit the connection and use it for
(α,R)−AngDist. Under arbitrary metrics, Khuller et
al. [15] develop a 3-approximation for fault toler-
ant k-suppliers: they select k sensors that are guar-
anteed to cover the clients within 3 · r∗. Karloff and
then Hochbaum et al. [12] show that this factor is tight
for the general k-suppliers problem (i.e. δ = 1), un-
less P=NP. When the underlying space is Rd with the
`2 metric, Nagarajan et al. [20] improve this factor to
(1+
√

3) for Euclidean k-suppliers. They crucially use
the observation that three clients who are pairwise more
than

√
3 ·r∗ apart from each other can never be covered

by the same supplier within distance r∗ and reduce the
problem of finding k suppliers to that of computing a
minimum edge cover. A similar approach can be used
in our case, except the structure of the optimal solu-
tion corresponds to a b-edge cover. In the long form
of the paper [1], we present the details of the analy-
sis and guarantee that δ suppliers are within distance
(1 +

√
3)r∗ of each client:

Theorem 8 There exists a polynomial time
(1 +

√
3)-approximation algorithm for the Euclidean

fault tolerant k-suppliers in any dimension for
arbitrary δ ≥ 1.

The k-suppliers technique minimizes the covering
radius by relying on the existence of k suppliers that
cover all the clients within a guess radius R. Given
such a guess radius, the algorithm itself never picks more
than k sensors (i.e. without explicitly knowing the value
of k). The binary search technique of Hochbaum and
Shmoys [12] is then used to obtain guarantees with re-
spect to the optimal covering radius r∗. The algorithm
hence starts with a guess R and returns a set of k sen-
sors that cover everything within distance (1 +

√
3) ·R.

In our case, k = kOPT, so we will always pick at most
kOPT sensors. Since we already know the value of R, we
get the following result as well:

Theorem 9 Given X, T , and R as above, we can find
a set of sensors S ⊆ X such that S 0-covers T within
distance R · (1 +

√
3) and |S| = kOPT, where kOPT is the

cardinality of the smallest set of sensors that 0-covers T
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within distance R. The running time of the algorithm
is O(n2 log n(m+ n log n)).
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New Bounds for Facial Nonrepetitive Colouring∗

Prosenjit Bose† Vida Dujmović‡ Pat Morin† Lucas Rioux-Maldague§

Abstract

We prove that the facial nonrepetitive chromatic num-
ber of any outerplanar graph is at most 11 and of any
planar graph is at most 22.

1 Introduction

A sequence S = s1, s2, · · · , s2r, r ≥ 1, is a repetition if
si = sr+i for each i ∈ {1, . . . , r}. For example, 1212 is a
repetition, while 1213 is not. A block of a sequence S is
any subsequence of consecutive terms in S. A sequence
is nonrepetitive if for every non-empty block B of S,
B is not a repetition. Otherwise S is repetitive. For
example, 1312124 is repetitive as it contains the block
1212 which is a repetition, while 123213 is nonrepeti-
tive as it contains no such block. No sequence of length
greater than three using only two symbols can be non-
repetitive. A result by Axel Thue in 1906 states that
nonrepetitive sequences of infinite length can be created
using three symbols [26]. Thue’s work is considered to
have initiated the study of the combinatorics of words
[1].

A graph colouring variation on this theme was pro-
posed by Alon et al. [2]. A nonrepetitive (vertex) colour-
ing of a graph G is an assignment of colours to the ver-
tices of G such that, for every path P in G, the sequence
of colours of vertices in P is not a repetition. The non-
repetitive chromatic number, or Thue chromatic number,
of G, denoted π(G), is the minimum number of colours
required to nonrepetitively colour G. In this setting,
Thue’s result states that, for all n ≥ 1, the path Pn
on vertices has π(Pn) ≤ 3. Since its introduction, non-
repetitive graph colouring has received much attention
[3, 4, 5, 8, 9, 10, 11, 12, 13, 14, 15, 16, 17, 18, 20, 21,
22, 23, 24, 25].

A well-known conjecture, due to Alon et al. [2], is that
there exists a constant K such that, for every planar
graph G, π(G) ≤ K. The current best upper bound for
n-vertex planar graphs is O(log n) [10]. No planar graph
with nonrepetitive chromatic number greater than 11 is
known (see Appendix A in [10]).

∗This research is partially funded by NSERC and the Ontario
Ministry of Research and Innovation.
†School of Computer Science, Carleton University
‡Department of Computer Science and Electrical Engineering,

University of Ottawa
§Google

More is known about the facial version of the problem
for embedded planar graphs. Harant and Jendrol [18]
asked if every plane graph can be coloured with a con-
stant number of colours such that every facial path1

is nonrepetitively coloured. Barát and Czap [3] an-
swered this question in the affirmative by showing that
24 colours are sufficient. We reduce this bound to 22 by
proving a bound of 11 for facial nonrepetitive colouring
of outerplane graphs.

1.1 Related Work

Nonrepetitive Colouring. It is known that some fam-
ilies of graphs have bounded nonrepetitive chromatic
number. In their original work, Alon et al. [2] showed
that π(G) = O(∆2) if G has maximum degree ∆ and
that there are are graphs of maximum degree ∆ with
nonrepetitive chromatic number Ω(∆2/ log ∆). The
constants in the O(∆2) upper bound have been steadily
improved [11, 15, 16, 18].

Barát and Varjú [4] and Kündgen and Pelsmajer [21]
independently showed that π(G) ≤ 12 if G is outerpla-
nar and, more generally, π(G) ≤ ct if G has treewidth
at most t. (Barát and Varjú proved the latter bound
with c = 6 while Kündgen and Pelsmajer proved it with
c = 4.) The upper bound of 4t for t-trees is tight if t = 1
(trees), but it is not known if it is tight for other values
of t. Even the upper bound of 12 for outerplanar graphs
might not be tight, as no outerplanar graph with non-
repetititive chromatic number greater than 7 is known
[4].

Facial Nonrepetitive Colouring. Facial nonrepetitive
colouring was first considered by Havet et al [19], who
studied the edge-colouring variant of the problem. In
this setting, they were able to show that the edges of
any plane graph can be 8-coloured so that every facial
trail2 is coloured nonrepetitively. For the list-colouring
version of this problem, Przyby lo [23] showed that lists
with at least 12 colours are sufficient to colour the edges
of any plane graph so that every facial trail is coloured
nonrepetitively.

For the vertex-colouring version we study, Harant and
Jendrol [18] proved that πf (G) = O(log ∆) if G is a

1A facial path is a path that is a contiguous subsequence of a
facial walk; see Section 2 for a more rigorous definition.

2A facial trail is a contiguous subsequence of the edges tra-
versed during the boundary walk of a face.
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plane graph of maximum degree ∆ and that πf (G) ≤ 16
if G is a Hamiltonian plane graph. They also conjec-
tured that πf (G) = O(1) when G is any plane graph. As
mentioned above, this latter conjecture was confirmed
by Barát and Czap [3], who showed that, for any plane
graph G, πf (G) ≤ 24. The results of Barát and Czap [3]
also extend to graphs embedded in surfaces. They show
that a graph embedded on a surface of genus g can be
facially nonrepetitively 242g-coloured. The best lower
bounds for facial nonrepetitive chromatic numbers are
5 for plane graphs and 4 for outerplane graphs [3].

2 Preliminary Results and Definitions

We assume the reader is familiar with standard graph
theory terminology as used by, e.g., Bondy and Murty
[6]. All graphs we consider are undirected, but not
necessarily simple; they may contain loops and paral-
lel edges. For a graph, G, we use the notations V (G)
and E(G) to denote G’s vertex and edge sets, respec-
tively. For S ⊂ V (G), G[S] denotes the subgraph of G
induced by the vertices in S and G− S = G[V (G) \ S].

A graph is k-connected if it contains more than k
vertices and has no vertex cut of size less than k. A k-
connected component of a graph G is a maximal subset
of vertices of G that induces a k-connected subgraph.
We use biconnected as a synonym for 2-connected. A
bridge in a graph G is an edge whose removal in-
creases the number of connected components. A graph
is bridgeless if it has no bridges.

A plane graph G is a fixed embedding of a graph in the
plane such that its edges intersect only at their common
endpoints. An outerplane graph G is a plane graph such
that all the vertices of G are incident on the outer face
of G. A chord in an outerplane graph is an edge that
is not incident to the outer face. A cactus graph is an
outerplane graph with no chords. An ear in a simple
outerplane graph is an inner face that is incident to
exactly one chord. An ear is triangular if it has exactly
three vertices. The weak dual of a outerplane graph G
is a forest whose vertices are the inner faces of G and
that contains the edge fg if the face f and the face g
have a chord in common. Note that the ears of G are
leaves in the weak dual and that, if G is biconnected,
then its weak dual is a tree.

A walk in a graph G is a sequence of vertices
v0, . . . , v`−1 such that, for every i ∈ {0, . . . , ` − 2} the
edge vivi+1 is in E(G). The walk is closed if v`−1v0 is
also in E(G). A walk is a path if all its vertices are
distinct. A facial walk in a plane graph G is a closed
walk v0, . . . , v`−1 such that, for every i ∈ {0, . . . , `− 1},
the edges v(i−1) mod `vi and viv(i+1) mod ` occur consec-
utively in the counterclockwise cyclic ordering of the
edges incident to vi in the embedding of G. A facial
path is a contiguous subsequence of a facial walk that is

also a path in G. A facial path is an outer-facial path if
it appears in a facial walk of the outer face of G and it
is an inner-facial path if it appears in a facial walk of
some inner face of G.

Before proceeding with our results, we introduce a
helper lemma due to Havet et al. [19] and two the-
orems that will be used throughout the paper. The
helper lemma provides a way to interlace nonrepetitive
sequences.

Lemma 1 (Havet et al. [19]). Let B = B1, B2, . . . , Bk
be a nonrepetitive sequence over an alphabet B in which
each Bi has size at least 1. For each i ∈ {0, . . . , k},
let Ai be a (possibly empty) nonrepetitive sequence
over an alphabet A with B ∩ A = ∅. Then S =
A0, B1, A1, . . . , Bk, Ak is a nonrepetitive sequence.

We will require two results about the nonrepetitive
chromatic number of trees and cycles:

Theorem 1 (Alon et al. [2]). For every tree, T , π(T ) ≤
4.

Theorem 2 (Currie [9]). For every n > 2, the cycle Cn
on n vertices has

π(Cn) =

{
4 if n ∈ {5, 7, 9, 10, 14, 17}
3 otherwise.

3 Outerplane Graphs

We begin with a simple lemma that allows us to fo-
cus, when convenient, on simple outerplane graphs (the
proof is included in the full paper [7]).

Lemma 2. Let G be a simple outerplane graph and
let G′ be an outerplane graph obtained by adding par-
allel edges and/or loops to G. Then, any facially non-
repetitive colouring of G is also a facially nonrepetitive
colouring of G′, so πf (G′) ≤ πf (G).

Next, we introduce a definition that is crucial to the
rest of the paper. Let G be an outerplane graph. A
blocking set of G is a set of vertices B ⊆ V (G) such
that for each 2-connected component H of G, H − B
is a tree and for each inner face F , V (F ) \ B 6= ∅. See
Figure 1 for an example of a blocking set.

The definition of a blocking set is subtle and implies
some properties that we will use throughout.

Observation 1. For any blocking set B of G, B does
not include both endpoints of any chord c of G.

Observation 2. For any blocking set B of G and any
inner face F of G, the vertices of V (F ) ∩B occur con-
secutively on the boundary of F . In other words, F −B
is a non-empty path.
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Figure 1: The blocking set, B (black vertices), of an
outerplane graph, G, (with the edges of G − B shown
in bold).

Observations 1 and 2 are true because, otherwise, H−
B would be disconnected for the 2-connected component
containing c or F , respectively.

Lemma 3. For every biconnected outerplane graph, G,
and any vertex v ∈ V (G), there exists a blocking set B
of G such that v ∈ B and, for each inner face F of G,
|B ∩ V (F )| = 1.

Proof. The proof is by induction on the number of inner
faces. If G has only one inner face, we take B = {v} and
we are done. Otherwise, select some ear, F of G whose
chord is uw and such that v 6∈ V (F ) \ {u,w}. Such an
ear F always exists because G has at least two ears. Let
G′ = G − (V (F ) \ {u,w}). The graph G′ has one less
inner face than G so, by induction, it has a blocking set
B′ that satisfies the conditions of the lemma. There are
two cases to consider:

1. If one of u or w is in B′ then we take B = B′ to
obtain a blocking set that satisifes the conditions
of the lemma.

2. Otherwise, let x be any vertex in V (F ) \ {u,w}
and take B = B′ ∪ {x} to obtain a blocking set
that satisifes the conditions of the lemma.

Lemma 3 allows us to prescribe that a particular ver-
tex v be included in the blocking set, but it will also
be convenient to exclude a particular vertex v by using
Lemma 3 to force the inclusion of v’s neighbour on the
outer face (which is also on some inner face with v).

Corollary 1. For every biconnected outerplane graph,
G, and any vertex v ∈ V (G), there exists a blocking set
B of G such that v 6∈ B and, for each inner face F of
G, |B ∩ V (F )| = 1.

At this point we pause to sketch how Lemma 3 can al-
ready be used to give an upper-bound of 8 on the facial
nonrepetitive chromatic number of biconnected outer-
plane graphs. For a biconnected outerplane graph, G,
we take a blocking set B of G using Lemma 3. By

Figure 2: The blocking graph (curved edges in red) as-
sociated with a blocking set.

Theorem 1, we can nonrepetitively 4-colour the tree
T = G − B using the colours {1, 2, 3, 4}, so what re-
mains is to assign colours to the vertices in B. To do
this, we use Theorem 2 to nonrepetitively 4-colour the
cycle, C, that contains the vertices of B in the order
they appear on the outer face of G using the colours
{5, 6, 7, 8}. We claim that the resulting 8-colouring of
G is facially nonrepetitive. No facial path on an inner
face is coloured repetitively since each such facial path
is also either present in the tree T or it contains exactly
one vertex of B. No facial path on the outer face is
coloured repetitively since it is obtained by interleaving
a nonrepetitive sequence of colours in C with nonrepet-
itive sequences taken from T ; by Lemma 1, a sequence
obtained in this way is nonrepetitive.

In the full paper, we show that the preceding argu-
ment can be improved to give a bound of 7 on the facial
nonrepetitive chromatic number of biconnected outer-
plane graphs. This is just a matter of adding vertices to
the blocking set so that the cycle C does not have length
in {5, 7, 9, 10, 14, 17}, so that it can be nonrepetitively
3-coloured.

Finally, we remind the reader that, although Lemma 3
and Corollary 1 provide blocking sets that include only
one vertex on each inner face, not all blocking sets have
this property. It is helpful to keep this in mind in the
next section.

3.1 The Blocking Graph

The blocking graph ofG for a blocking setB is the graph,
denoted by blockB(G), whose vertex set is B and whose
edges are defined as follows: Begin with the (closed)
facial walk W on the outer face of G. Remove every
vertex not in B from W to obtain a cyclic sequence W ′

of vertices in B. For each consecutive pair of vertices uw
in W ′ we add an edge uw to blockB(G). This naturally
defines the embedding of blockB(G). See Figure 2 for
an example. Note that blockB(G) is a plane graph that
is not necessarily simple; it may contain parallel edges
(cycles of length two) and self-loops (cycles of length
one).
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The fact that a blocking set does not contain both
endpoints of any chord of G (Observation 1) implies the
following observation:

Observation 3. For every outerplane graph G and any
blocking set B of G, the blocking graph blockB(G) is a
bridgeless cactus graph.

Observation 4. For every outerplane graph G, any
blocking set B of G, and any facial path P on the outer
face of G, the subsequence of P containing only the ver-
tices of B is a (outer) facial path in blockB(G).

Observation 5. For every outerplane graph G, any
blocking set B of G and any inner face F of G, G[V (F )∩
B] is a non-empty path that is a facial path (on some
inner face) in blockB(G).

In the previous section, we sketched a proof of an
upper bound of 8 on the facial chromatic number of bi-
connected outerplane graphs. This proof works by non-
repetitively 4-colouring the tree, G− B, obtained after
removing the blocking set and then nonrepetitively 4-
colouring a cycle, C, of vertices in the blocking set. This
cycle, C, is actually the blocking graph, blockB(G). The
following lemma shows that this strategy generalizes to
the situation where we can find a facial nonrepetitive
colouring of blockB(G) with few colours.

Lemma 4. Let G be an outerplane graph and B be a
blocking set of G. If there exists a facial nonrepetitive
k-colouring of (the outer face of) blockB(G), then there
exists a facial nonrepetitive (4 + k)-colouring of G.

Proof. By Theorem 1 we can colour G − B nonrepet-
itively using colours {1, 2, 3, 4} and, by assumption,
we can facially nonrepetitively colour blockB(G) with
colours {5, . . . , k + 4}. These two colourings define a
colouring of G that we now show is facially nonrepeti-
tive.

Let P be a facial path in G. If P is a facial path of
blockB(G) or a path in G− B then there is nothing to
prove.

Otherwise consider first the case that P is a path on
an inner face F of G. There are two cases to consider:

1. The colouring of P is of the form A0, B1, A1, where
A0 and A1 are obtained from (possibly-empty)
paths in G − B and B1 is obtained from a non-
empty outer-facial path in blockB(G) (by Observa-
tion 5). Lemma 1 therefore implies that the colour
sequence A0, B1, A1 is nonrepetitive.

2. The colouring of P is of the form B0, A1, B1, where
A1 is obtained from a non-empty path in G−B and
B0 and B1 are (possibly empty) outer-facial paths
in blockB(G) (by Observation 5). Again, Lemma 1
implies that the resulting colour sequence is non-
repetitive.

Finally, consider the case where P is a facial path on
the outer face of G. In this case, the colour sequence
obtained from P is of the form A0, B1, A1, . . . , Bk, Ak
where each Ai is obtained from a (possibly empty) path
in G − B and B1, . . . , Bk is obtained from a (outer)
facial path in blockB(G) (by Observation 4). Again,
Lemma 1 implies that the resulting colour sequence is
nonrepetitive.

3.2 Colouring Even Cactus Graphs

We now show how to colour the blocking graph—a cac-
tus graph—of an outerplane graph. By Lemma 4, if we
can find a facial nonrepetitive k-colouring of any cactus
graph, we can get a facial nonrepetitive k+ 4-colouring
of any outerplane graph.

Recall that the best known upper bound for the fa-
cial Thue chromatic number of outerplane graphs is
12, which is the bound for the Thue chromatic num-
ber [4, 21]. Thus, to improve this bound, we need to
find a facial nonrepetitive 7-colouring of the blocking
graph. We have been unable to do this unless all cy-
cles of the blocking graph are even. We will eventually
address this limitation in Section 3.3 by proving the ex-
istence of a blocking set B such that blockB(G) has no
odd cycles.

For any graph, G, a levelling of G is a function
λ : V (G) → {0, 1, 2, . . . } such that for each uv ∈ E(G),
|λ(u)−λ(v)| ≤ 1. The level pattern of a path v1, . . . , vk
is the sequence λ(v1), λ(v2), . . . , λ(vk).

A palindrome is a sequence, s1, . . . , sk, that equal to
its reversal, i.e., si = sk−i+1 for all i ∈ {1, . . . , k}. A
sequence is palindrome-free if it none of its substrings is
a palindrome.

Lemma 5 (Kündgen and Pelsmajer [21]). Let G be a
graph and λ : V (G) → {0, 1, 2, . . . } be a levelling of G.
Let S = s0, s1, . . . , sm be a nonrepetitive palindrome-free
sequence on an alphabet A with m = max{λ(v) | v ∈
V (G)} and c : V (G) → A be a colouring of G defined
as c(v) = sλ(v). If a path P = P1, P2 with |P1| = |P2|
in G is repetitively coloured by c, then P1 and P2 have
the same level pattern.

Lemma 6. For every cactus graph, G, with no odd cy-
cles (and therefore, for every blocking graph with no odd
cycles), πf (G) ≤ 7.

Proof. By Lemma 2, we may assume that G is simple.
We may also assume that G is connected as this does not
affect its nonrepetitive chromatic number. Also, assume
that G is neither a cycle nor a tree since πf (G) ≤ 4 < 7
for both these classes of graphs. If there exists a vertex v
ofG of degree 1, then let the root r ofG be v. Otherwise,
let r be any vertex of G of degree at least 3. Let λ be a
levelling of G where λ(v) is the distance in G from r to
v. Let H be a graph that contains all vertices v ∈ V (G)
such that

298



CCCG 2016, Vancouver, British Columbia, August 3–5, 2016

r

a

b

c

Figure 3: The graph H (black vertices and grey vertex)
obtained from a cactus graph with no odd cycles. The
vertex a is added in the final step so that H is not a
cycle of length 5.

1. v is on a cycle C of G,

2. λ(v) = maxu∈C λ(u) and

3. degG(v) = 2.

In other words, H contains the vertices of degree 2 that
are on the deepest level of a cycle (see Figure 3). Notice
that since every cycle of G is even, there is at most one
vertex of H in each cycle of G.

If degG(r) 6= 1, there must exist at least one face
F ∗ of G such that exactly one vertex v of F ∗ has
degree greater than two. From our choice of r, it
follows that λ(v) is the minimum over all vertices in
V (F ∗). Since |V (F ∗)| ≥ 4, F ∗ has three consecutive
degree-2 vertices a, b, and c, such that b ∈ V (H).
If |V (H)| ∈ {5, 7, 10, 14, 17}, we add a to V (H). If
|V (H)| = 9, we add both a and c to V (H). Notice that
now, either degG(r) = 1 or |V (H)| /∈ {5, 7, 9, 10, 14, 17}.

We now define the edge set E(H) of H. For each
u, v ∈ V (H), we add the edge uv to E(H) if there is a
facial path on the outer face of G with endpoints u and v
that does not contain any other vertices in V (H). Note
that H is either a cycle or a forest of paths. It can only
be a cycle if G has no vertices of degree 1, in which case,
degG(r) 6= 1. In this case, our choice of V (H) ensures
that the length of this cycle is not in {5, 7, 9, 10, 14, 17}.
This implies that H can be nonrepetitively coloured us-
ing the colour set B = {1, 2, 3}, either by using the result
of Thue [26] or Currie (Theorem 2).

To colour the remaining vertices of G, let h =
maxv∈V (G) λ(v) and S = s0, s1, . . . , sh be a palindrome-
free nonrepetitive sequence on A = {4, 5, 6, 7}. (A non-
repetitive palindrome-free sequence can be constructed
from any ternary nonrepetitive sequence by adding a
fourth symbol between blocks of size 2 [8].) Then, each
vertex v ∈ V (G) \ V (H) is assigned the colour sλ(v).

We will now show that the resulting 7-colouring of G
is a facial nonrepetitive colouring. Suppose that this is
not the case. Thus, there exists a path P = P1, P2 such

that the colour sequence S corresponding to vertices of
P is a repetition. Let us first suppose that P is on the
outer face of G. We will use the following claim:

Claim 1. Let P be a path on the outer face of G such
that V (P )∩V (H) = ∅. The level sequence L correspond-
ing to vertices of P must be strictly decreasing, strictly
increasing, or strictly decreasing then strictly increas-
ing.

Proof of Claim 1. Suppose that this is not the case.
Then L cannot contain two consecutive elements of the
form i, i as this can only correspond to an odd cycle of
G, but all cycles of G are even. Thus, L must contain a
block of the form i, i+ 1, i. Since P is on the outer face,
we must have that the vertex v corresponding to i+1 is
the highest numbered vertex on some cycle C and that
degG(v) = 2. But in this case, v must be in H, which
is a contradiction.

By Lemma 5, P1 and P2 have the same level pattern.
However, if V (P )∩ V (H) = ∅ this is incompatible with
Claim 1. Thus, P must contain vertices of H. Let PH =
p1, p2, . . . , pk be the sequence of vertices of V (P )∩V (H)
in the same order as in P . Notice that PH is a path in
H. Therefore, the colour sequence corresponding to PH
is nonrepetitive. Now, observe that the colour sequence
formed by P is of the form A0, B1, A1, . . . , B`, A` where
B1, . . . , B` is a non-repetitive sequence of colours from
B = {1, 2, 3} and each Ai is a non-repetitive sequence of
colours from A = {4, 5, 6, 7}. Therefore, by Lemma 1,
P is coloured nonrepetitively.

Thus, P must be a facial path on some inner face F
of G. If V (P ) ∩ V (H) = ∅ then, by Lemma 5, P1 and
P2 have the same level pattern. No path on an even cy-
cle has such a pattern using the levelling λ. Therefore,
V (P )∩V (H) 6= ∅, so P contains 1, 2, or 3 vertices of H.
If P is a repetition it must contain exactly 2 vertices of
H, thus P is a facial path on F ∗ (since every other inner
face contributes at most one vertex to V (H)). Reusing
the notation above, P cannot contain b since b has a
unique colour in V (F ∗). Therefore, P must contain a
and c and, in fact, these are the endpoints of P . The
colour sequence of P must therefore be of the form xAx
where x ∈ {1, 2, 3} and A is a non-empty sequence over
the alphabet {5, 6, 7, 8}. Such a sequence is not a repe-
tition.

3.3 Making an Even Blocking Graph

The proof of the following lemma requires more work
than any other result in this paper and is excluded due
to space limitations. It can, however, be found in the
full version [7].

Lemma 7. For every biconnected outerplane graph, G,
and any vertex v ∈ V (G):
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• G has a blocking set B such that blockB(G) is an
even cycle and v ∈ B; and

• G has a blocking set B such that blockB(G) is an
even cycle and v 6∈ B.

Lemma 8. Every simple bridgeless outerplane graph G
has a blocking set B such that all cycles in blockB(G)
are even.

Proof. The proof is by induction on the number of 2-
connected components of G. If G has no 2-connected
components, then we take B to be the empty blocking
set. If G has only one 2-connected component, then
we apply Lemma 7. Otherwise, we select a 2-connected
component, C, that shares exactly one vertex, v, with
the rest of G. Let G′ = G − (V (C) \ {v}) and apply
induction on G′ to obtain a blocking set, B′, of G′ such
that blockB′(G′) has only even cycles. There are two
cases to consider:

1. If B′ contains v, then we apply the first part of
Lemma 7 to obtain a blocking set B′′ of C such
that blockB′′(C) is an even cycle and v ∈ B′′. We
take B = B′ ∪ B′′, which clearly forms a blocking
set of G. The blocking graph blockB(G) is simply
the union of the two blocking graphs blockB′(G)
and blockB′′(C), which have only the vertex v in
common. Thus, every cycle in blockB(G) is also
a cycle in one of these two graphs, so it has even
length.

2. If B′ does not contain v, then we apply the second
part of Lemma 7 to obtain a blocking set B′′ of C
such that blockB′′(C) is an even cycle and v 6∈ B′′.
We take B = B′ ∪B′′.
Refer to Figure 4. Starting at some appropriate
vertex in V (G) \ V (C) in the facial walk on the
outer face of G, there is a last vertex, x ∈ V (G′) ∩
B′, encountered before the walk encounters the first
vertex u ∈ V (C) ∩ B′′ and there is a last vertex
w ∈ V (C)∩B′′ encountered before the walk returns
to the next vertex y ∈ V (G′) ∩B′. The edge xy is
in blockB′(G′) and the edge vw is in blockB′′(C).

Since every blocking graph is a bridgeless cac-
tus graph (Observation 3), each of these edges is
part of one even cycle in its respective graph. In
blockB(G) these two cycles are merged by removing
the edges xy and vw and adding the edges xv and
yw. The resulting cycle is even. Every other cycle
in blockB(G) is also a cycle in one of blockB′(G′)
or blockB′′(C) so it has even length.

Lemma 9. Every simple outerplane graph G has a
blocking set B such that all cycles in blockB(G) are
even.

Proof. The proof is by induction on the number of
bridges of G. If G has no bridges, then we apply
Lemma 8. Otherwise, select some bridge uw of G and
contract it to obtain a graphG′ in which uw corresponds
to a single vertex v. By induction, we obtain a blocking
set B′ of G′ such that blockB′(G′) has only even cycles
(or is empty). There are two cases to consider:

1. If v ∈ B′, then we take B = B′ ∪ {u,w} \ {v}.
This introduces exactly one new cycle in blockB(G)
that is not present in blockB′(G′) and this cycle has
length 2.

2. If v 6∈ B′, then we take B = B′, so blockB(G) =
blockB′(G′).

Finally, have all the tools to prove our main result on
outerplane graphs:

Theorem 3. For every outerplane graph, G, πf (G) ≤
11.

Proof. By Lemma 2, we may assume that G is sim-
ple. From Lemma 9, G has a blocking set B such that
blockB(G) has no odd cycles. Therefore, by Lemma 6,
πf (blockB(G)) ≤ 7. Using this with Lemma 4 implies
that πf (G) ≤ 11.

4 Plane Graphs

In this section, we reuse the ideas from Barát and
Czap [3] to facially nonrepetitively 22-colour every plane
graph. Some modifications are needed because Barát
and Czap use a nonrepetitive 12-colouring of outerpla-
nar graphs whereas our Theorem 3 provides a facial
nonrepetitive 11-colouring of outerplane graphs. De-
tails are included in the full version [7].

Theorem 4. Let r = max{πf (H) : H is outerplane}.
Then, for every plane graph G, πf (G) ≤ 2r.

5 Concluding Remarks

We note that the proofs in this paper lead to straight-
forward linear-time algorithms. After the appropriate
decomposition steps, there are essentially two subprob-
lems: (1) finding an appropriate blocking set in a bicon-
nected outerplane graph (Lemma 7) and (2) colouring
cactus graphs with no odd cycles (Lemma 6). The proof
of Lemma 6 is easily made into a linear-time algorithm.
The proof of Lemma 7 can be implemented by a recur-
sive ear-cutting algorithm that implements Lemma 3
followed by a traversal of the dual tree in order to find
the face Fuw used in the proof of Lemma 7.

It seems unlikely that our upper bound of 11 for
the facial nonrepetitive chromatic number of outerplane
graphs (and hence the bound of 22 for plane graphs) is
tight. (Recall that the best known lower bounds are 4

300



CCCG 2016, Vancouver, British Columbia, August 3–5, 2016

G′ C ⇒ G′ C

u
w

x

y

v

Figure 4: Case 2 in the proof of Lemma 8.

and 5, respectively [3].) Thus, an obvious direction for
future work is to improve these bounds. Our proof of
Lemma 4 uses a nonrepetitive 4-colouring of trees, but
a facial nonrepetitive colouring would also be sufficient.
This leads naturally to the following problem:

Open Problem 1. Is πf (T ) ≤ 3 for every tree, T?
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Problems on One Way Road Networks
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Abstract

Let OWRN = 〈Wx,Wy〉 be a One Way Road Network
where Wx and Wy are the sets of directed horizontal and
vertical roads respectively. OWRN can be considered as a
variation of directed grid graph. The intersections of the hor-
izontal and vertical roads are the vertices ofOWRN and any
two consecutive vertices on a road are connected by an edge.
In this work, we analyze the problem of collision free traffic
configuration in a OWRN . A traffic configuration is a two-
tuple TC = 〈OWRN,C〉, whereC is a set of cars travelling
on a pre-defined path. We prove that finding a maximum car-
dinality subset Csub ⊆ C such that TC = 〈OWRN,Csub〉
is collision-free, is NP-hard. Lastly we investigate the prop-
erties of connectedness, shortest paths in a OWRN .

1 Introduction

The rapid development in the existing motor vehicle tech-
nology has led to the increase in demand of automated ve-
hicles, which are in themselves capable of various decision
activities such as motion-controlling , path planning etc .This
has motivated many to address a large number of algorithmic
and optimisation problems. The 1939 paper by Robbins [2],
which gives the idea of orientable graphs and the paper by
Masayoshi et.al [5], are to a certain extent an inspiration to
formulating our graph network. The work by Dasler and
Mount [1], which basically considers motion coordination of
a set of vehicles at a traffic-crossing (intersection), has been a
huge motivation and a much closer approach to that of ours.
But unlike their work, we consider a much simpler version
of a grid graph and mainly concentrate on analysing essential
properties , and deriving suitable algorithms and structures to
have a collision-free movement of traffic in the given graph
network. Further, our work also mentions the possible short-
est path configurations in our defined graph. We now discuss
some definitions and notations that are referred to in the rest
of the paper.

1.1 Definitions and Notations

A road is a directed line, which is either parallel to X-axis
(Xi) or Y-axis (Yi) and it is uniquely defined by its direction

∗Tezpur University, ak.jammi@gmail.com
†Tezpur University, adas33745@gmail.com
‡Tezpur University, saikia.navaneeta@gmail.com
§Tezpur University, karmarind@gmail.com

and distance from the corresponding parallel axis. Here di-
rection is the constraint which restricts the movement on the
road.

Formally, a road is defined as a 2-tuple, Xi = 〈di, xi〉,
Yj = 〈dj , yj〉 , where i, j are the indices with respect to
their parallel axis, dk is the direction of the road i.e., dk ∈
{0, 1} (where 0 represents −ve direction and 1 represents
+ve direction of the respective axis) , and xi is the distance
of the road Xi from X-axis, similarly for yj .

We define a One Way Road Network (OWRN) as a network
with a set of n horizontal and m vertical Roads. Formally a
OWRN is a 2-tuple, OWRN = 〈Wx,Wy〉, where, Wx =
{X1, X2, X3 . . . , Xn}, Wy = {Y1, Y2, Y3 . . . , Ym}.

vij Xi

Yj

Figure 1: Graphical representation of a OWRN

A junction or vertex vij is defined as the intersection ofXi

and Yj . Formally, vij ∈ (Wx ×Wy).
An edge is a connection between two adjacent vertices of

a road and all the edges on a road are in the same direction
as that of the road.

The boundary roads of a OWRN are the outermost roads,
i.e.,X1, Xn, Y1 and Ym. In this paper we term each vertex on
the boundary roads as boundary vertex, i.e., all the vertices
with degrees 2 and 3.

A vehicle c is defined as a 3-tuple 〈t, s, P 〉 , where t is
the starting time of the vehicle, s is the speed of the vehicle
, which is constant throughout the journey and each vehicle
moves non-stop from its starting vertex to destination vertex
(unless a collision occurs), and P is the path to be travelled
by the vehicle.

A path Pr of a vehicle cr is defined as the ordered set
of vertices through which it traverses the OWRN, Formally,
P = {v1, v2, v3 . . . , vl} , ∀i , vi ∈ (Wx ×Wy), and ∀i, 0 <
i < l, vi → vi+1.
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A traffic configuration is defined as a collection of
vehicles over a OWRN. Formally a TC is a 2-tuple,
TC = 〈OWRN,C〉, where C is the set of vehicles
{c1, c2, c3 . . . , ck}.

Now, we define a collision as two vehicles ci and cj (i 6=
j) reaching the same vertex orthogonally at the same time.
So a collision-free traffic configuration is a TC without any
collisions.

2 Results

Before considering the traffic configuration problem, we de-
fine the connectivity of a OWRN.

2.1 Connectivity of a One Way Road Network

In this section, we consider a general OWRN of n×m roads,
and show the conditions for it to be strongly-connected.

The reachability to (and from) the non-boundary vertices
is evident from the following lemmas.

Lemma 1 For every non-boundary vertex vij , 1 < i < n,
1 < j < m there exists e,f such that we can always reach
the boundary vertices vie, vfj from vij .

Proof. We prove this lemma by considering the two roads
which intersect to form the vertex vij .

1. For the road Xi, if di = 0 then by definition we can
reach vi1 from vij , i.e., e = 1. Otherwise we can reach
vin from vij , i.e., e = n.

2. For the road Yj , if dj = 0 then by definition we can
reach v1j from vij , i.e., f = 1. Otherwise we can reach
vmj from vij , i.e., f = m.

From the above conditions we can clearly see that for any
non-boundary vertex vij , ∃e, f such that vie, vej are reach-
able from vij .

�

Lemma 2 For every non-boundary vertex vij there exists
e,f such that vij is reachable from the boundary vertices vie,
vfj .

Proof. The proof of this lemma is analogous to that of
Lemma 1. �

Theorem 3 A One Way Road Network is strongly-connected
iff the boundary roads form a cycle.

Proof. The proof of this theorem follows from Lemma 4 and
Lemma 5. �

Lemma 4 If all the boundary vertices of a OWRN form a
cycle, then it is strongly-connected.

Proof. Given two vertices vij , vkl in a OWRN, to reach from
vij to vkl, we have four different possibilities

1. Both boundary vertices: Any boundary vertex is reach-
able from any other boundary vertex, since they all form
a cycle. Therefore a path exists.

2. vij non-boundary vertex, vkl boundary vertex: From
Lemma 1 we know that, from any non-boundary vertex
vij we can always reach a boundary vertex, and from
that vertex we can reach vkl as shown in 1. Therefore a
path exists.

3. vij boundary vertex, vkl non-boundary vertex: From
Lemma 2 we know that any non-boundary vertex vkl is
always reachable from a boundary vertex, and which in
turn is reachable from vij as shown in 1. Therefore a
path exists.

4. Both non-boundary vertices: From 1, 2 and 3 it is im-
plied that there exists a path in this case too.

�

Lemma 5 If a given One Way Road Network is strongly-
connected, then all the boundary vertices form a cycle.

Proof. Let us assume on the contrary that the boundary ver-
tices do not form a cycle in the OWRN. Then there will exist
a boundary vertex of degree 2 (corner vertex) such that either
both the boundary roads are incoming or outgoing.

1. Both incoming roads: In this case, we will not be able
to reach any other vertex from that vertex.

2. Both outgoing roads: In this case, we will not be able
to reach that vertex from any other vertex.

Therefore, the OWRN is not strongly-connected.
Hence, by contradiction, we can claim that the boundary

vertices of a strongly-connected OWRN will always form a
cycle. �

2.2 Traffic Configuration

We now define the traffic configuration problem in a con-
nected OWRN.

Problem 1 Given a traffic configuration 〈OWRN,C〉 , our
objective is to find a maximum cardinality subset Csub
, Csub ⊆ C , such that the new traffic configuration
〈OWRN,Csub〉 is collision-free.

In the following sections we discuss the hardness of the
above problem, and also mention some of the restricted ver-
sions of the same.

2.2.1 Hardness of Collision-Free Traffic Configura-
tion

In this section we show that finding a solution to the traffic
configuration problem is NP-Hard. For this , we have the
following theorem.
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Theorem 6 Given an undirected graph G = 〈V,E〉 , there
exists a traffic configuration 〈OWRN,C〉 , computable in
polynomial-time, such that the cardinality of Maximum In-
dependent Set of G is k iff the maximum cardinality of Csub
is k.

To prove this theorem, we reduce Maximum Independent
Set problem to the Traffic Configuration problem, which is
achieved with the help of the following lemmas and algo-
rithms.

Lemma 7 For any complete graph Kn, there exists a traffic
configuration TC, such that every vertex in Kn has a re-
spective car, and for every edge in Kn there is a collision
between the respective vehicles.

Proof. We prove this lemma using proof by construction.
The following steps show how to construct a TC from Kn.

1. We construct a OWRN of 2n × n roads, with 2n hori-
zontal roads and n vertical roads in which

(a) For the road Xi, di =

{
1 1 < i ≤ 2n

0 i = 1

and xi =

{
0 i = 1

xi−1 + δ 1 < i ≤ 2n

(b) For the road Yj , dj =

{
0 1 < j ≤ n
1 j = 1

and yj =

{
0 j = 1

yj−1 + δ 1 < j ≤ n

where δ is a numeric constant.

2. The set of vehicles C is defined as {c1, c2, c3 . . . , cn}
and for each vehicle ci ∈ C we assume

(a) The start time to be 0 and the velocity to be ω.

(b) Pi =
{
vri, v(r−1)i . . . , vqi, vq(i+1) . . . , vqn

}
,

where r = n+ i− 1, q = n− i+ 1.

(c) ci = 〈0, ω, Pi〉

3. Now we can observe that two vehicles {ci, cj} ∈ C
collide at vertex v(n−i+1)(j) , where i < j.

4. We assume that each node l in Kn corresponds to a ve-
hicle cl , and each edge between two nodes α and γ in
Kn corresponds to the collision of the respective vehi-
cles cα,cγ .

∴ We obtain the corresponding TC = 〈OWRN,C〉 of
Kn. �

Now to reduce any simple graph G, we first compute
the corresponding TC for the complete graph Kn(G). We
then introduce 4 equi-spaced roads with directions (dk ’s)
{0, 1, 0, 1} between every two adjacent roads Xi ,Xi+1 and

c2c1

cr

cn−1
cn

vn2

vnr v(n)(n−1)
vnn

v(n−1)(r) v(n−1)(n−1)
v(n−1)(n)

v(n−r+1)(n−1)
v(n−r+1)(n)

v2n

vn1

v(n+r)(r)

v(2n−1)(n−1)

v(2n)(n)

v(n+1)2

v(n−r+1)(r)

v1n

v2(n−1)

v(n−1)2

Figure 2: Paths for vehicles {c1, c2, . . . , cn} in the TC ob-
tained from Lemma 9

Yj , Yj+1, respectively, in the above formed OWRN, the path
of each vehicle is to be modified accordingly.

We define method DELAY(α, β, Pi,∆), where α and β are
the two vertices in the path of ci, and ∆ is the total number
of delays, which modify the path Pi to introduce a ∆ number
of small time delays in between the vertices α,β, this delay
will also be propagated to all the successive vertices of β in
Pi.

Algorithm 1: Delay method
Input: Pr = (. . . , α . . . , β . . . ), no.of delays ∆
Output: Pr after introduction of ∆ delays

procedure DELAY(α, β, Pr,∆)
if ∆ = 0 then

then return
end
γ1, γ2 are two successive vertices of α in Pr
ε1 6= γ2, is a vertex | there is an edge γ1 → ε1
ε2 is a vertex | ε1 → ε2, ε2 → γ1
Pr = (. . . , α, γ1, ε1, ε2, γ2 . . . , β . . . )
DELAY(γ2, β, Pr,∆− 1)

end procedure

The method COLLISIONVERTEX(ci, cj)(i 6= j) will return
the common vertex through which both the vehicles travel.
In the base case(i = 0) the Collision method returns the start-
ing vertex of the vehicle cj .
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α βγ1 γ2

α γ1 γ2 β

ε1 ε2

(a)

(b)

Figure 3: Path from α to β (a) Before delay introduction,
(b) After delay introduction

Algorithm 2: Collision method
procedure COLLISIONVERTEX(ci, cj)

if i = j then
return COLLISIONVERTEX(ci, cj+1)
end

else if i = 0 then
return Starting Vertex of cj
end

return Common vertex in Pi,Pj
end procedure

The following algorithm makes use of the above men-
tioned methods to construct the required TC by introducing
some number of delays in the path of each vehicle.

Algorithm 3: Reduction algorithm
procedure REDUCE(ci, cj)

if i > j or i = 0 then
return 0
end

∆ = REDUCE(ci−1, cj)
REDUCE(ci,cj−1)
α = COLLISIONVERTEX(ci−1, cj)
β = COLLISIONVERTEX(ci, cj)
if HASEDGE(i, j) then

DELAY(α, β, Pj , i−∆)
return i
end

else if i−∆ > 1 then
DELAY(α, β, Pj , i− (∆ + 1))
return i− 1
end

return ∆
end procedure

The reduction algorithm is constructed using the following
properties:

Property 1: The number of delays introduced in the path of
a vehicle ci is equal to i.

Property 2: If there is an edge between two nodes i, j, j > i
in G, then ci and cj will have collision in the TC.
The number of delays introduced in the path Pj
before the collision of ci,cj is i.

Property 3: If there is no edge between two nodes i, j, j > i
in G, then ci and cj will not have a collision in
the TC. The number of delays introduced in the
path Pj before the collision of ci,cj is i− 1.

The method HASEDGE(i, j) will return value true if there
is an edge between i and j in the graph G, else false.

Lemma 8 The maximum number of delays introduced be-
tween the two collision vertices α and β as defined in the
reduction algorithm, will be two.

Proof. The proof of this lemma follows from the above
stated properties. The number of delays introduced in the
path Pj , before collision of vehicles ci and cj is either i,i−1.
The number of delays introduced in the path Pj , before col-
lision of vehicles ci+1 and cj is either i+ 1,i.
∴ the maximum number of delays that can be introduced

between α and β is two. �

From the above Lemma and the reduction algorithm, we
have the following Lemma

Lemma 9 The above Reduction algorithm can be solved
using Dynamic Programming approach in polynomial-time
O(n2), and the space complexity of both TC and OWRN cre-
ated is O(n2).

Lemma 10 If Csub be any subset of C in TC such that
TCnew = 〈OWRN,Csub〉 is collision-free, then Csub cor-
responds to Independent Set of G.

Proof. Since TCnew is collision-free, so no two nodes in the
graph G, which corresponds to respective cars in Csub, con-
sists of an edge. Thus, we can claim that Csub corresponds
to an independent set in G. �

From Lemma 10 we can say that maximum Csub cor-
responds to Maximum Independent Set in G. Now, using
Lemma 9 and Lemma 10 we can prove that the traffic config-
uration problem is NP-Hard.

2.2.2 Restricted Version

If we constrain our vehicles to move in a straight line mo-
tion, then the corresponding graph to TC will be a Bipartite
Graph. And Maximum Independent Set of a Bipartite Graph
can be computed using Konig’s Theorem and Network-Flow
Algorithm in polynomial-time. Hence, the restricted version
of the problem is solvable in polynomial-time.
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2.3 Shortest Path Properties

Suppose in a city of only One Way Road Network ,a person
wants to travel from one point to another with minimum dis-
tance. Now, the objective would be to compute the shortest
path to the destination in least possible time. Designing effi-
cient algorithms to compute the shortest path in a One Way
Road Network would be useful in many applications in the
areas of facility location, digital micro-fluidic bio-chips,etc.
The length of the shortest path between two vertices in a
OWRN may not be the Manhattan distance. There may be
a pair of neighbouring vertices which are the farthest pair of
vertices in the OWRN metric. A turn in a path is defined
when two consecutive pair of edges are from different roads.
We have the following Lemmas for shortest path between
any two vertices in a OWRN:

Lemma 11 Between any pair of vertices u, v , there exists a
shortest path of at most four turns.

Proof. We can observe that a shortest path of k turns is geo-
metrically similar to an addition of one more turn at the end
of shortest path of k− 1 turns, And the path with k turns can
be reduced if it’s sub-path with k − 1 turns can be reduced.

1. The path with zero turns is a straight line and the path
with one turn is an L shaped, which are trivial.

2. The path with two turns, two configurations (c), (d) are
possible and are valid as shown in Figure 2.3.

3. The path with three turns, two configurations(e), (f)
shown in Figure 2.3 are valid and the other two shown
below are not valid as there exist another shortest path
with 1 turn.

⇒ ⇒

4. The path with four turns, from the above explanation it
can be easily seen that only (g), (h) are valid configu-
rations with four turns.

5. The path with five turns, in the below figure we can
see that a five turn path will become either a one turn or
four turn. similarly we can see that for any five turn path

⇐ ⇒

there exist a shortest path with less number of turns.

Hence we can see that there always exist a shortest path with
at most 4 turns. �

From Lemma 11 we observe that there exist a shortest path
between every pair of vertices in the OWRN which will be a
rotationaly symmetric to one of the paths shown below:

(a) (b) (c) (d)

(e) (f) (g)

(h)

Figure 4: Shortest path configurations

Lemma 12 The upper bound on the length of the shortest
path between any pair of vertices u, v is the perimeter of the
boundary of the OWRN.

Proof. The proof of this lemma follows from Lemma 1,
Lemma 2 and Lemma 11.

�

3 Remarks

We have shown all the possible configurations of the path,
that connects two vertices in a OWRN. In the future we will
extend this work to compute various kind of facility location
problems on a OWRN. It will be interesting to investigate
the time complexity of one-centre or k-centre problems with
respect to OWRN metric. Other interesting problems may be
to design an efficient data structure for dynamic maintenance
of shortest path in directed grid graphs.
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Creating a robust implementation for segment intersection by refinement:
A multistage assignment that defines away degeneracies

Jack Snoeyink∗

Abstract

This note suggests a multistage programming assign-
ment for an algorithms class to implement red/blue seg-
ment intersection and Boolean operations for polygons.
It aims to give students experience with a complex im-
plementation project in which:

1. students work with real data of relevance to them,
2. several algorithms and data structures must be

combined,
3. initial definitions must be refined, forcing code

refactoring, as the problem is better understood,
4. proofs and refutations are needed to certify correct-

ness and reveal important test cases, and
5. degeneracies can be handled by careful definition,

rather than as special cases.

1 Introduction

The experienced researcher or developer knows the
importance of good definitions; Imre Lakatos’ book,
“Proofs and Refutations,” [7] is an entertaining presen-
tation of how mathematical definitions are refined by
attempted proofs and refutations. The experienced de-
veloper knows that implementations can also be refined
(and refactored) as their underlying definitions are re-
fined. Students, however, often do not connect imple-
mentation with the concept of “proof.” For most as-
signed algorithms and data structures, the definitions,
proofs, and pseudocode are already in a book or on
Wikipedia, so they are not seen as an integral part of
the student’s development and testing.

This note outlines a multi-stage implementation as-
signment for the segment intersection subroutine that is
the core of map polygon overlay. It applies several basic
algorithms (sorting and searching) and data structures
(heap, queue, dynamic search tree or skip list) to pro-
duce visual analysis of real-world data of interest to the
students.

Two key challenges for implementing geometric algo-
rithms are 1) implementing exact predicates in floating
point and 2) handling degeneracies, which are geometric
configuration important to the algorithm that disappear

∗School of Computer Science, University of North Carolina at
Chapel Hill, snoeyink@cs.unc.edu; on leave at the US National
Science Foundation CISE CCF, jsnoeyin@nsf.gov

with probability 1 if all inputs are infinitesimally and
randomly perturbed. Degeneracies for segment inter-
section include triples of co-linear points or overlapping
line segments. In this assignment, the first challenge
is addressed by limiting the input to values for which
the computations can be exact. (E.g., single precision
inputs can be multiplied exactly in double precision.)
Restricting the inputs increases the probability of de-
generacies, but these are addressed by refining defini-
tions to fold them into the generic cases. Students can
recognize how effort spent on definition and proof avoids
effort to write and test special case code.

The original algorithm comes from the Master’s the-
sis of Andrea Mantler [8], prefigured in work with Bois-
sonnat [3]. I have failed with having other graduate
students implement this algorithm, so this was a fool-
hardy attempt to present the algorithm in a form that
undergraduates could implement. The results were only
partially successful; not everyone had complete working
code at the end, but my assistant, Stephen Love, and I
learned a lot about how to specify such an assignment
and the importance of making a reference implementa-
tion available from the start, so I am eager to try again.

Remark: Instructor notes are included for most stages.

2 The problem

Given red and blue maps consisting of n line segments
each, and having no red/red or blue/blue crossings, re-
port all red/blue crossings in order along each segment.

We need not know exactly

p

r

v w
q

n

Figure 1: The 5 red/
blue crossings with vw

where an intersection point is
to know that two segements
interect – this is fortunate, be-
cause it takes more precision
to record the coordinates of
an intersection than to observe
that it must exist. For ex-
ample, scanning Fig. 1 left to
right, we observe that red seg-
ment nr starts below blue seg-
ment vw, and either q or r witnesses that it ends above.

We will be able to list the intersections with vw by
just listing red segments in the order that they are
crossed. The fact that there are no red/red crossings
will allow you to put the reds in order in SI4–6, and
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separately the blues. In SI7–8 you will be able to merge
red and blue orders at event flags, and discover each
when you discover its first witness. In the end we will
be able to merge red orders and blue orders when wit-
nesses show the order has changed.

Red/blue segment intersection is a fundamental step
of map overlay in GIS and Boolean operations in 2D
CAD/CAM. The classic Bentley-Ottmann line sweep
for segment intersection [2] needs five times the input
precision to compare event orders, so it can fail due to
numerical problems even when the algorithm has been
proved correct. If we had three colors, even a small
triangle of red, blue, and green crossing segments could
require four times the input precision to determine the
order of the intersections. Nevertheless, you will be able
to create, in about eight stages, a sweep algorithm for
red/blue segment intersection that needs only double
precision.

3 A staged solution

Each stage asks you to generate Segment files: text files
containing red or blue line segments for testing. The
first line of a file will be the number of its segments,
n, followed by n lines of pairs of 20-bit integer coordi-
nates px py qx qy, where −220 < px, py, qx, qy < 220.
Segments of the same color may touch, but not cross.

Your programs should be able to read a known Tester
file with lines like ‘R1segs.txt B1segs.txt 1000 20’ that
specify filenames of red and blue segment files, the num-
ber of times to repeat the algorithm after reading the
files, and an optional number or filename that contains
the expected result (here 20). Output the average run-
ning time (elapsed time/repetitions) and VERIFIED
if results match, or the first non-matching line. Note
that when timing algorithms we typically don’t want to
include the overhead of reading and ASCII conversion
and do want to repeat the run several times since the
software-accessible clocks usually have coarse granular-
ity. You may want to be able to pass flags to tell your
program to print, draw, or animate its actions, as an
aid to debugging, but be sure that there is no drawing
or printing when run with no flags for timing.

3.1 SI1: test if two segments cross

Read David Douglas’ 1974 article [4], “It makes me so
CROSS,” and count the cases that complicate a test of
whether two segments intersect. Let’s precisely define
the most generic case: line segments pq and rs cross if
and only if they share exactly one common point that
is not an endpoint of either segment.

Derive and implement an algorithm that takes 20-bit
integer coordinates for the endpoints of two segments,
pq and rs, and returns a Boolean indicating whether

they cross. While you can express the test as a calcula-
tion on coordinates, you may prefer to use higher level
abstractions of points and vectors.

Implement BFyourname to count crossings in the ex-
amples listed in BFTester.txt by brute force, applying
your test to every red/blue pair. Segment and Tester
files are provided. Also create two Segment files of your
own with the matching tester line: R1yourname.txt

B1yourname.txt 1 # of crossings.
Remark: With 20-bit coordinates as input, orientation

determinants in IEEE 754 doubles are evaluated exactly. Pa-
rameterizing one line, plugging into the other, and solving
for zero, as suggested on many web pages, requires more
precision. The geometric interpretation of Euclid’s GCD
algorithm [9] can help create instances for which rounding
error causes pairs of segments to be incorrectly classified.

3.2 SI2: Refactoring

Read chapters 1 and 3 of “Refactoring: Improving the
design of existing code” [6] and refactor your code (test-
ing at each change) so that it has classes or structs for
Point and Segment and constructors (Point from coor-
dinates; Segment from Points) and comparisons (Point
LessThan: p.<(q) compares x, breaks ties by y; Seg-
ment side: st.side(p) tests if point p is left, right, or on
the line directed from s through t.)

You may have other classes (Vector, Matrix, Line. . . ),
or methods (construct from string or stream, draw, cal-
culate slope, intercept, or intersection points. . . ) You
should have no coordinate computations in the main
code. Handle BFTester.txt as in SI1.

Remark: This entire assignment is really an exercise in
refactoring, an important design skill in computer science.

3.3 SI3: Sorting flags

Let’s define a flag as the use of an endpoint by a seg-
ment. E.g., A segment pq with p.<(q) (comparing x,
breaking ties by y) has a start flag touching p and a ter-
minal flag touching q. A flag should know its segment.
In Fig. 2, points n and q are used by two start flags
each, p and r by two terminal flags. Point vk is used by
two starts and one terminal.

Sort flags by these tie-
p

r

v w
q

n

Figure 2: Example flags

breaking rules: Compare
endpoint x, break ties by
y; for flags using the
same point, put terminal
< start, then increasing
slope, and finally color, so
red term < blue term and
blue start < red start. If colors are the same, throw an
“overlapping lines of same color” error or exception.

Your program SFyourname should read SFTester.txt
and produce, for each pair of red & blue inputs, their
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flags in sorted order, one per line, with the segment#,
color R/B, and end S/T. You may write your own sort,
or use a library routine.

Remark: The sorted flags become the events for a sweep
algorithm in SI4+6; looking ahead can help justify the
tiebreakers—they are chosen to be consistent with an in-
finitesimal perturbation that removes degeneracies [1].

3.4 SI4: Verify non-crossing segments

Red/blue line segment intersection is easier if there are
no blue segments. Given a set of (supposedly) non-
crossing red segments (ignore blues in Tester), return
true if all are non-crossing, otherwise return segment
numbers for a pair of segments that touch. If segments
touch but do not cross, you may choose either output.
SI6 will ask you to refine the handling of degenerate
cases. DSyourname should process DSTester.txt.

• For efficiency, sweep a vertical line left to right, and
maintain a list of the red segments in the vertical order
that intersect the sweepline.

• The sweep events at which the list structure must
change are start flags (where you add one segment) and
term flags (where you delete one).

• The list data structure can start as an array or linked
list, but for efficient update you’ll eventually want a
dynamic tree (AVL, red-black, or splay), skip list, or
equivalent.

• Add red sentinel line segments, just above and below
the bounding box of all other segments. Initialize your
list with sentinels so every original point is between
two line segments. (Sentinel endpoints are not sweep
events.)

Thus, your list
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Figure 3: Sweep example

starts with the two
sentinels. In Fig. 3,
the first event is the
start flag for af ,
adding af between
the sentinels. The
second is the start
flag for ab, adding
ab. Before the mid-
dle, the list has fk
and i` between the
sentinels; jk starts and is added, fk terminates and is
removed, jk terminates, ko starts, i` terminates, and
`m starts; list has ko and `m between sentinels.

Remark: I agree with Raimund Seidel, who, in his 1993
invited CCCG talk entitled “Teaching Computational Ge-
ometry,” said that any presentation of a sweep algorithm
should start with invariants, which determine the events,
which determine the data structures. Invariants help us
write correct code and good test cases. Notice how sentinel
segments avoid special handling for flags above or below all
segments.

3.5 B05: Marking polygon or map regions

A variation on verifying that segments are non-crossing
can allow us to perform Boolean operations (union, in-
tersection, difference) on red and blue polygons. Sup-
pose segments of each color can be partitioned into
closed loops of segments that meet at endpoints. A
point p in the plane can be declared outside or inside
by an even/odd rule: it is outside if an even number of
segments is crossed by a ray from p that does not pass
through any segment endpoints segments, and inside if
an odd number is crossed.

Add a inside bit to every red segment. Figure out
how to modify the sweep of SI4 to set these to indicate
whether the inside of the red polygon is to the left or
right in the neighborhood of each red segment. If marks
cannot be consistently assigned (e.g., jk in the maple
leaf of Fig. 3, or shapes like θ) then return a segment
number that cannot be assigned, else return true.

Another variation comes from map overlay in GIS,
where regions bounded by segments may have differ-
ent ids to indicate land ownership or usage. Suppose
that every segment comes with integer leftId and rightId
fields already set. Modify the sweep of SI4 to verify
that all fields around a region are set to the same in-
teger. Here any isolated edge has leftId=rightId, and a
θ shape is fine. Notice that regions may have holes, so
it is not quite enough to compare only segments that
touch.

Remark: A final variation is to assign consistent leftId
and rightId values during a sweep. This a good union-find
exercise, since one does not know if two segments bound the
same or different regions when they are first encountered. I
prefer the above simpler variants, because the next stages of
segment intersection are quite technical.

3.6 SI6: Breaking segments containing endpoints

This stage eliminates the degeneracy from an endpoint
landing in the middle of a segment by simply breaking
the segment into two; Each piece is still defined by end-
points with 20-bit integer coordinates. We cannot break
at intersection points in general, because those require
rational coordinate and more precision.

If we separately pre-break red segments and blue seg-
ments, each at both the red and the blue endpoints, then
the only remaining degeneracies are shared endpoints,
which are mostly handled by the sort order from SI3.

The task of SI5: Given non-crossing blue segments
and red flags, return a list of all blue segments, broken
so none contains any flag point. This is conceptually a
small modification of SI4, using the sorted list of both
red and blue flags for events. If, at an event, you de-
tect that a flag point of either color lands inside a blue
segment, you terminate that blue segment there and
start a new blue for the remaining piece. (Red segments
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give flags, but are otherwise ignored.) If you detect a
blue/blue crossing, report error.

It does require careful thought to realize that, thanks
to our sorting tie-breakers, the degenerate cases of
shared endpoints are handled by the non-crossing code
of SI4. Only when a point lies inside a segment is work
required.

Remark: Only those who did not complete SI4 need sub-
mit this, so it gives a breather to the TA and a chance for
students to catch back up.

3.7 SI7: Compute above= & below= for each flag

Assume we are given red and blue seg-
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Figure 4:
above=,
below=

ments with no red/red or blue/blue cross-
ings, and no endpoints inside segments. For
each flag, create four pointers (red/blue ×
above=/below=) that point to the segment
in the list of that color that uses the flag or is
above/below just before the flag event. You
may assume that sentinels have been added
as in SI4, so every flag has both colors above
and below. These pointers will help us find
intersections witnessed by the flag.

Notice that for any terminal flag, like nr in
Fig. 7, its own segment will be both above=
and below= for its color. its segment. For
a start flag (and for opposite color pointers)
above= or below= will always be segments already in
the list. E.g., in Fig. 7 start flag of nr has red above=
pointing to mp (since np is not yet present) and below=
to ko. Start np has the same red above=, but below=
is nr.

Your code, AByourname should produce a list, for
each red & blue flag (in their sorted order) of the seg-
ment numbers (low to high: 0 for sentinel below all
segments to n+1 or m+1 for sentinel above) for: same
color below=, same color above=, opposite below=, op-
posite above=.

Remark: Yes, this is technical definition with odd cases.
Students need not worry at this stage why it will be useful;
we first need to know more about witnesses.

4 Intermezzo: define orders, avoid degeneracies

We are almost ready to create a sweep algorithm for seg-
ment intersection, but we need the concepts that cap-
ture order during a sweep. Let’s make initial definitions
by ignoring the degenerate cases from endpoints that
share x coordinates. Labels apply to segments in Fig. 5.

1. Segment r is comparable to b at x iff both intersect
a vertical sweepline through (x, 0). E.g, b, r, s are all
comparable between start s and term r.

2. The start order for comparable segments is whether sec-
ond start is above/below first line. E.g., b starts above
r, and s starts above b.

3. If r and b cross, their witness is the first endpoint show-
ing change from the start order. E.g., start s witnesses
r ∩ b, and term b witnesses b ∩ s.

4. Finally, for segments comparable at x, we say that r is
above b iff either (r starts above b or b below r) and no
event ≤ x witnesses their crossing, or (r starts below
b or b above r) and some event ≤ x witnessed their
crossing. Arrows indicate the ranges.

witness to r ∩ b

witness
to s ∩ b

b starts
above r

s starts
above b

b

r

s

s above b
b above r

r abv s,
r abv b

Figure 5: Definintions

For the comparable segments at an event x, above is a
total order. (We would need to show transitivity: that
if a � b � c at x then a � c at x. Can you do it?
Draw the many cases and observe how you can push
intersections to witnesses.)

We can restate the definitions to consistently handle
the degenerate cases, assuming that segments have been
broken at flag endpoints and flags are sorted.
1. Segment r is comparable to b at sweep event x iff both

start flags and neither terminal flag occurred before x.
(By the term < start tiebreaker, segments terminating
at p are never comparable to those starting at p.)

2. The start order for comparable segments is whether
second start is above/below first line. (By the slope
tiebreaker, and pushing r.term < b.term, b.start <
r.start, any equal can be treated as ‘above.’ (If your
tiebreakers are different, you may not be able to treat
= as ‘above.’ I chose my tiebreakers to avoid compar-
isons (and pipeline stalls) in the inner loop.)

3. If r and b cross, their witness is the first flag showing
change from the start order. E.g., start s witnesses r∩b,
and term b witnesses b ∩ s.

4. Finally, for segments comparable at a sweep event x, we
say that r is above b iff either (r starts above b or b starts
below r) and no event that witnesses their crossing is
at or before x, or (r starts below b or b start above r)
and the witness to their crossing was at x or before.

By careful definition of concepts and tiebreakers, we fold
degeneracies into the general case handling.

5 SI8: segment intersection

The (pen)ultimate task: record, for each red and blue
segment, the list of other segments crossing it in order.

We may assume that we are given: red and blue seg-
ments (no red/red or blue/blue crossings, no endpoints
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in segment interiors), the sorted list of flags for non-
sentinel segments, and, for each flag, the four pointers
to the above= and below= segments of each color.

Invariant: Maintain the list, ordered by aboveness
at event x, of the segments starting but not terminating
before x.

Only when we reach a flag may work need to be done
to restore the invariant, so flags are the sweep events.
The work is: to find intersections witnessed by the
event’s flag, to reorder by the new aboveness, and to
start or terminate the flag’s segment. Let’s look closely
at these to decide what operations a data structure will
need to support.

The above= and below=
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Figure 6:
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pointers define intervals where
the event can lie in the red and
blue lists (for terminal flags,
the interval of the flag color
degenerates to a single point.)

If these intervals overlap,
then no intersections are wit-
nessed. If they do not, then
w.l.o.g. let β denote the blue
below pointer that happens to
be above α, the red above
pointer. Reorder all blue and
red segments between β and
α so all reds segments, ending
with α, are above the event
flag, and all blue segments,
starting with β, are below. All
inversions are crossings wit-
nessed by the event point.

For 2n segments having k
intersections, we are aiming
for O(n logn + k) time, so we can afford O(logn) per
event plus O(1) per intersection found. (It is even possi-
ble to achieve O(n logn) time by reporting intersections
compactly as between dynamic bundles.)

5.1 Data structure operations

You may choose what data structure you want to use to
maintain the ordered list of segments. The operations
you need to support are insert and delete, deciding the
order of intervals, and reordering segments and cross-
ings. Consider the data structure options to:

1. Decide interval order: Given two red and blue items in
the list, decide if they interleave.

(a) Use ranks: If we can obtain ranks for segments,
we can compare order by comparing ranks. Time:
O(log n) per event.

(b) Use splay: If we splay segments to the top of the
tree, then we can compare their order at the root.
Time: amortized O(log n) per event.

(c) Use pred/succ: If the intervals overlap, then our
red or blue above must be the successor of our
red or blue below. If they don’t overlap, then we
won’t have this successor relationship, but know
that we can go search in parallel to find which
interval is after the other. Time: O(1 + k) for k
witnessed intersections.

(d) Bundle tree: Use a balanced tree for each same-
color bundle, and keep these trees in a balanced
tree. (Can do in a single splay tree with care.)
Find intersections between bundles in bulk so
whole algorithm is O(lg n).

2. Rearrange interval: red and blue are interleaved in the
interval; we separate.

(a) List: opposite of a merge, which can be done in
linear time in the number of inversions, or the
number of segments involved.

(b) Tree or splay tree: Split the tree (esp. easy af-
ter splay) to extract the list of segments to be
reordered. Build a balanced tree and reassemble.

(c) Bundle tree: Can report crossings in batches and
reorder in O(log n) per bundle, rather than charg-
ing per segment: O(n log n) in total!

The desired output is a list of pairs of segments, one
red, one blue, that intersect. These can be globally
in any order, but the ones on a single segment should
appear in left to right order (as usual, ties broken by y.)

5.2 Reference implementation

A MATLAB reference implementation of segment in-
tersection1 with prebreak2 is available. MATLAB has
good support for manipulating vectors and matrices,
and poor support for dynamic or tree-like data struc-
ture. You will not want to mimic this implementation
directly, since the linear lists it uses for most data struc-
tures can be replaced by dynamic search trees in other
languages. However it does let you see the results that
your program is expected to compute. Debug assertions
and graphics code, which are commented out, can be re-
activated to help keep code correct when refactoring.

Segment and Tester files are also made available, both
those from the instructor and those created by fellow
students.

Remark: A sequence of reference implementations is im-
portant for the rather large fraction of students who need to
develop their skills for interpreting precise written specifica-
tions of a problem to be solved. A set of slides is available3;
since generating test sets is part of the assignment, instruc-
tors may contact the author to request copies. The reference
implementation for Boolean operations on polygons has not
yet been student tested, so is not posted here.

1http://tinyurl.com/segint6
2http://tinyurl.com/prebreak
3http://raindrops.in/view?id=

54084b864251df7f2f8b4567
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5.3 BO9: Boolean operations on polygons

Stages BO5 and SI8 have set

Figure 7: Intersection:
leaf with two stripes

up almost everything we need
to perform Boolean operations
– to compute a union, intersec-
tion, or set difference of a sets
of red and blue polygons. The
only thing lacking is the out-
put format when intersection
points appear on the bound-
ary of the result. We have the
location of an intersection as a
pair of segments (with integer endpoints). If we want
to feed the output back in as input, we would have to
either create a new algorithm that also accepts inter-
section points as input, or round rational coordinates
down to integers in a way that is compatible with our
application.

Remark: Fortune [5] identified that geometric rounding
may need to be separated from the algorithm implementa-
tion. It is worth implementing the Boolean operations and
drawing the results and realizing that there remain open re-
search questions in geometry.
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Löffler, Maarten, 208
Letscher, David, 29
Liu, Paul, 252
Lopez-Ortiz, Alejandro, 57
Lubiw, Anna, 237
Lyu, Yangdi, 161

Madireddy, Raghunath Reddy, 201
Maftulea, Daniela, 57
Maheshwari, Anil, 140
Mamino, Marcello, 1
Mehrabi, Saeed, 63, 195, 237
Michalewski, Henryk, 270
Mohades, Ali, 114
Mondal, Debajyoti, 93
Monfared, Mansoor Davoodi, 114
Morin, Pat, 295
Mudga, Apurva, 201
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